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Data mining application issues in income indicatorgaudits'
Mauro Barone, Stefano Pisani, Andrea Spingola

Agenzia delle Entratenauro.barone@agenziaentrate.it

Abstract

This paper provides a methodology to design arc¥ie learning scheme intended to improve the
Italian Revenue Agency’s ability to identify nonmapliant taxpayers in the context of income
indicators audits (i.e. redditometro [income metefhis methodology follows some well-defined
steps, including data selection and its preliminprgprocessing, data mining model building,
validating and testing, and successful model inm@on into standard used applications, subject
to periodic review. Our analysis shows that dataimg techniques could actually enhance fiscal
audit quality, by increasing both the expected tapdsitivity rate and the expected average tax
claim. The proposed methodology is currently beiatidated on real cases: a number of taxpayers
have been selected according to classificatioer@ideveloped in this paper, and actual audits wil
be performed in order to assess their predicticeir@cy. At the writing of this paper, no results ar
yet available.

Sommario

Il presente articolo propone una metodologia di lem@ntazione di un modello predittivo
utilizzabile per definire un profilo di rischio cle®ensenta di selezionare i contribuenti da sott@por
ad accertamento. Il modello teorico € stato apgiadla tipologia di accertamento “sintetico”
basato sulla verifica della coerenza tra la capatiitspesa e il reddito dichiarato dal contribuente
La scelta del campo di applicazione € stata detlatafatto che I'efficacia dello strumento di
accertamento considerato ha presentato delle sgexifriticita in passato. Si intende verificare se

tale criticita siano, almeno in parte, ricondugibllprocesso di selezione dei contribuenti.

Detta metodologia si sviluppa in fasi standardiezzte includono la selezione dei dati ed il loro
pre-processingla costruzione, validazione e test di uno o piodelli di data mininged infine
linternalizzazione dei modelli maggiormente penfianti nellambito dellinfrastruttura
informatica gia utilizzata dall’Agenzia delle Engasoggetti a revisione periodica. La nostra anali
mostra che l'impiego di tecniche diata miningpotrebbe effettivamente migliorare la qualita
dell'attivita di controllo posta in essere, incrartendone sia il tasso di positivita che i maggiori
imponibili accertati. La metodologia proposta aialinente impiegata in fase sperimentale su casi
reali: un certo numero di contribuenti & stato Zeleato secondo i criteri mostrati nel presente
articolo. L’esito dei controlli che ne seguirannarrfira una stima della capacita predittiva dei
modelli impiegati. Al momento in cui il presentetiemlo viene scritto, non sono ancora noti i
risultati di tale sperimentazione.

! Data analyses were performed using WEKA, the daiising workbench developed at Waikato University in
Hamilton, New Zealand, released under GNU GPL Been
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1. Introduction

Fraud detection systems are designed to automdtbedp reduce the manual parts of a screening /
checking process. Data mining plays an importatg o fraud detection as it is often applied to
extract fraudulent behavior profiles hidden behade quantities of data, and, thus, may serve in
decision support systems for planning effectiveitasitlategies. Indeed, huge amounts of resources
may be recovered from well-targeted audits. Thiga®rs the increasing interest and investments
of both governments and fiscal agencies in intefligsystems for audit planning. The Italian
Revenue Agency itself has been studying data miapgication techniques in order to detect tax
evasion, focusing, for instance, on the tax cregdtem, supporting investments in disadvantaged
areas, as in [1], or on VAT frauds related to dreas2chanism, as in [2].

This paper presents a case study focusing on ankitine of audit, known as “redditometro”, or
income meter

Income meteras a type of fiscal audit, is provided by art, paragraphs 4 and following of
Presidential Decree 600/73, which allows tax autiesr to assess a taxpayer's total income
according to his spending power. Briefly, given plussession or availability of a certain amount of
goods and services, the corresponding income iguotad by usage of appropriate coefficients.
Individual incomes associated to these goods andces are added together and summed up to
form thetotal synthetic incomer estimated incomdf, for a given taxpayermstimated incomes
greater thandeclared income(plus exempt income and other income subject tantiet
withholding) for more than 20%, it is up to thatxpayer to explain how he could spend, in a year,
more than he had earned. If he doesn't, then tthodties are entitled to send himax assessment
notice,a formal written act through which tax administwatiassesses a higher taxable income with
respect to that declared. Before sendingyaassessment notite a taxpayer who satisfies the
above mentioned risk condition, however, tax autiesr must invite him to explain how he could
afford all goods and services he had bought, ghremelative low income.

However, not all the invitations sent to taxpayeyghe Italian Revenue Agency in the years 2014-
2015 ended up itax assessment noticekat is, for only a small part of the invited péx a higher
income tax burden was actually determined. Thahasnly because many taxpayers managed to
show either they had other income not taken intmaet by the tax administration, or that the
expenses they were charged were actually incuiuéig or partially, by other people.

The taxpayer selection process efficiency may beluewed by dividing the number déx
assessment notisdy the number of invitations sent. This ratioresent the outcome that should
be improved by Italian Revenue Agency.

For this purpose, it becomes of key relevance tsigdea predictive analysis tool, such as a
classification scheme able to increase the ineitatpositivity rate, given the regulatory
environment. In other words, such a tool shouléble to recognize, among all taxpayers showing
a difference between estimated and declared indogher than 20%, those with a risk profile that
maximizes the probability of a positit@x assessment notioatcome.

Basically, taking into account a set of taxpayearabteristics, such as demographic profile and
expenditures incurred, such a tool should be abfmd recurrent patternsn data that may help tax
offices perform their screening tasks more effitigertaking advantage of data mining techniques.

In essence, data mining techniques would be usgeftidat they would allow tax auditors to learn
from the past, enhancing the positive aspects aschmling the negative signals. Indeed, such
techniques, by training on a given dataset of k@aoncerning the past audit activity, try to
discover illegal taxpayer profiles that, until ndwgve not been identified by traditional techngue



In the context we are interested in, the very jpratigoal data mining techniques would like to
achieve is, therefore, that of isolating, from agdexpayers that “square off” to tiecome meter,

those who "more likely" are actual fraudsters, ldsthing a relationship between the positive
outcome of already carried out audits and the pte@i variables contained in the dataset on hand.

Of course, result reliability depends on the transample’s representativeness, on overall data
guality and on its inherent discriminatory natuMe need to point out that auditing is the only way
to produce a dataset. Since tax auditors focus onlytaxpayers thought to be particularly
suspicious according to some clues, data on harydb@diased and may not represent the whole
set of Italian taxpayers, being the result of eec@n process that may have systematically
excluded some groups of taxpayers.

Summing up, this paper, however, provides a metloggoto design a suitable and effective
learning scheme intended to improve the Italian dRee Agency’s ability to identify non-
compliant taxpayers in the context of income intics audits. Hence, after presenting some
previous studies focusing on tax fraud detectionmt®ans of data mining techniques, this paper’s
structure reflects some well-defined steps indtate[3], typical of any classification project,ath
can be summarized as follows:

Defining inputs, outputs, and evaluation metrickentifying inputs includes data selection. Tisis
mainly done by retrieving data from VERDI applicatj part of the technological workbench used
by the Italian Revenue Agency in its daily openasiospecifically used in the context of income
indicators audits Outputs typically include a ranked list of taxpesy suspected of having a
particular compliance issue. Evaluation metricsdefned to measure the success of the project—
for example, measuring audit positivity rates arartaverage recovery.

Obtaining, exploring, and preprocessing datiais phase typically involves descriptive statstin
order to gain familiarity with data used for cldgsition.

Building, validating, and testing modelgalidation consists in selecting optimal modelgmaeters
to assess fraudulent risk, while testing actualbvles an estimate of the models’ accuracy.

Deploying risk-analysis modelsuccessful models should be incorporated intmdstal use
applications (such as the above mentioned VERDW)I, lae subjected to periodic review for re—
evaluating accuracy and performance.

2. Related work

As pointed out in [4], generally, manual case d&a¢c computer-based case selection (data mining
based methods [5], [6]) and whistle-blowing-baselgdion are three frequently used methods of
tax inspection. However, many researchers beliéwa tlata mining techniques used by tax
administrations to detect tax fraud are the mostmsing approaches [6]. Mechanisms such as
neural networks, decision trees [7], logistic ragien, SOM (self-organizing maps), K-Means,
support vector machines, Bayesian networks, K-rs¢areighbor and many others have been used
to check tax evasion.

>VERDI is the acronym oY Eerifica RedditoDI chiarato, that is, Declared Income Audit. As a evatif fact, it recalls
the famous 19th-century italian opera composersé&ipe Verdi. This application allows tax officesanage income
indicators audits, by providing a complete editaddshboard, supported by a large database, on whichnalysis is
based.



Moreover, many researchers examine data miningoappes as effectively adopted in their
countries: the Moroccan case is described in [#,&hinese case in [5]; the Greek case in [7], the
Taiwanese case in [9].

Thus, there is great interest in the possible apptins of data mining techniques to the context of
tax fraud detection, and Italy is no exception.

3. Defining inputs

3.1 The dataset: an overview
The analyzed dataset gathers information both fiteenVERDI application and from the database
referred to invitations antx assessment notices

Data on hand refer to taxpayers invited by taxceiover the years 2014 and 2015. So, data reports
the amounts of their expenses referred to 2002aa6 (see Appendix 1 for details on the kind of
expenses that were taken into consideration). Eurtbre, administrative details about sent
invitations and subsequetax assessment noticage available, plus some other personal details,
such as declared income (the taxpayer’s and higyfaim reconstructed income based on incurred
expenses (also callextlection valug family type, geographical residence area ancgssmson (or
absence) of a VAT number.

This dataset includeg9,757records, which form the initial database for dataing analyses.
To better understand the nature of the data, soelenmary considerations are listed below.

First, we show how taxpayers’ expenses are dig&dyuncluding investments and divestments, as
follows:

% Some expenses data is only available starting frean 2010. In these cases, for year 2009, thesponding value
will not be zero, but null, which means informatigmot available.
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TYPE

Amount

FOOD_CLOTHING

€ 11,361,682

REAL_ESTATE

€ 555,648,707

FURNITURE € 46,523,838
HEALTH € 26,266,65%
TRANSPORTATION € 378,633,661
TELEPHONY € 1,380,152
INSTRUCTION € 3,906,078
LEISURE € 9,639,412
OTHERS € 211,529,852
INVESTMENTS € 6,286,457,635
DIVESTMENTS € 1,496,464,196

Figure 3.1— Taxpayers’ expenditure types

Pie chart with Investments and Divestments Pie chart without Investments and Divestments
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Figure 3.1clearly shows that some expenses are more sulastidwain others, such as investments,
building expenses, transportation expenses andnsgpefor “other” goods and services. Indeed,
data related to many of these expenses is gatlhgrédte Revenue Service in a very accurate way:
for instance, data concerning investments is avia)do a large extent, from the Land registry, as
well as mortgages details; moreover, utilities cames periodically transmit streams of data to the
Revenue Service (so that information on water,tetgty and gas consumption is very precise) and
a direct connection to the Department of Motor \¢tds databases allows for precise estimates on
expenses related to cars, motorcycles, and so a@medver, deductible expenses from taxable
income are drawn directly from submitted tax resurn

Lastly, we recall that Decree Law n. 78/2010 introed an obligation, for all people or companies
liable to VAT registration, to transmit to the Reue Service a list containing details about their
purchase and sale operations worth not less tHf#® &uros (this kind of communication is known
as ‘Spesometrd: so, the operation amounts and the customeupplgéer name had to be reported
in such lists. As a result, for 2010 only, expensesh as those concerning food and clothing,
furniture and instruction have been collected sympy retrieving taxpayers names in VERDI
database, as customers, from these lists. Howda&, concerning these latter expenditures is not
as accurate as data concerning the afore mentmmesi indeed, some lists may have not been sent
at all or may contain some errors, all the expetmasr than 3,600 euros have not been taken into
account. For all of these reasons, it turns out that thatier expenses account for a relative small
part, if compared with the overall expenses inaib invited taxpayers.

Some basic statistics referredRigure 3.1expenses are shownTable 3.1

Table 3.1 —Statistics of taxpayers’ expenses

2 g o o
= = W = > Z
T o
5 £ = £ < 5 = & @ o 5
un = = o T Q > W E =
o L = e o ) 0 T =
@) -y = &5 Q iv] & | = 0 ]
N -4 a _ = L v w
g g = * 2 o 2 - ° > =
8 o < P = a
s =
minimum €0 -€217 €0 €0 €0 €0 €0 €0 €0 €0 €0
1quart €0 €1,249 €0 €0 € 866 €0 €0 €0 €0 €0 €0
median €0 € 3,659 €0 €0 €2,632 €0 €0 €0 €935 € 14,502 €0
3quart €0 €11,436 €0 €348 €5,613 €0 €0 €0 €5,028 € 196,350 €0
80 perc €0 € 16,222 €0 €528 €7,022 €0 €0 €0 €6,104 € 255,000 € 3,900
90 perc €0 €42,881 €0 €1,261 € 16,059 €0 €0 €0 € 11,467 € 470,892 € 104,402
95 perc €0 € 72,465 €5,126 € 2,403 € 40,538 €0 €316 €90 € 20,407 € 689,644 € 200,000
99 perc €0| €120,557 € 21,052 €9,137| €138,230 €0 €2,255 €420 €67,384] €1,456,840 € 588,254
max € 1,250,000| € 1,253,872| € 3,052,880| € 611,743| € 1,388,757| € 330,000 € 200,994 €509,820| € 2,884,125| € 28,170,000 € 15,090,000
devstd € 15,833 €29,263 € 18,652 €4923 € 34,739 €2,777 €1,269 €6,123 € 21,532 € 379,732 € 183,260
mode €0 €0 €0 €0 €0 €0 €0 €0 €0 €0 €0
average €745 € 13,976 €1,170 € 661 €9,524 €35 €98 €242 €5,321 € 158,122 € 37,640

Table 3.1shows that for all the reported expenses, the rmeguent value is zero, value often
assumed by over half of the population. In additimn each expense type, there must be a certain
number of outliers, given the gap between the valuine 99th percentile and the maximum one.

* Consider also that expense types have been ddrivecthe activity carried on by the sender, whiohld have led to
errors or inaccuracies.

10



As a result, each expense frequency distributiamkdohighly skewed, with the median always
below the average value (recall that a distribusianedian is not affected by outliers, while its
average value is).

Based on taxpayers’ expenses, tax offices derivegéch of them, the selection value, i.e., the
estimated income. Its frequency distribution isai®ws:

Figure 3.2 —Selection value frequency distribution

Selection value frequency distribution
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Figure 3.2shows that nearly 80% of taxpayers have been estihta have an income below €
100,000 and 3% above € 250,000; at the same tid%,d taxpayers hold a selection value greater
than € 20,000.

Furthermore, we investigated how many expensessiype average, were needed to compute
taxpayers’ expected incomes. We found out that ¢axpayer’s overall consumption is highly
concentrated in only a few items, as can be prdwedalculating the Gini coefficient on their
expense distributiodsGiven the dominant role assumed by capital exjperes and divestments,
we calculated two Gini indices, one including sitems and one excluding thém

Gini coefficients for all taxpayers are shown Table 3.2 in which data are divided into 16
intervals. We have calculated two indices: thet fiekes into account both investments and
divestments (index calle®@iniWith); the second, instead, does not consider theses i{gndex
called GiniWithou). In both cases, we show the right end of eadrvat. So, for example, in the
first interval of the indexGiniWith, there are 5 taxpayers with a value of this intbexer than

® Gini coefficient measures the inequality amonguealof a frequency distribution (for example, levef income). A
Gini coefficient of zero expresses perfect equalitiere all values are the same (for example, wheeeyone has the
same income). A Gini coefficient of 1 (or 100%) exgses maximal inequality among values (e.g., farge number
of people, where only one person has all the inconmensumption, and all others have none, the Gisfficient will
be very nearly one).

® The frequency distributions have been obtainedifting data ink groups, wheré is equal to the classic value:

1 +%* log,o n, Where n represents the observed sample cargindilét is, 39,757. Thukis equal to 16. The class

Valmax—Valmin

interval, for each expense type, has been calcutaighe rati
x-axis, the right end of each interval (see Figdle

and the frequency diagram shows, on the
numberofclasses
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0.7142, and in the tenth interval of the indemiWithout there are 3,371 taxpayers with values
between 0.8537 (right value of the previous intBraad 0.8746 (right value of the tenth interval).

Table 3.2— Frequency values of Gini Indices

Classes |Gini with (right end interval) |Frequency |Gini without (right end interval) [Frequency
1 0.714280432126551 5 0.686539617028821 2
2 0.733328403318114 6 0.707436975893566 4
3 0.752376374509678 14 0.728334334758312 18
4 0.771424345701241 45 0.749231693623057 51
5 0.790472316892804 104 0.770129052487802 146
6 0.809520288084367 255 0.791026411352547 375
7 0.82856825927593 445 0.811923770217292 738
8 0.847616230467494 725 0.832821129082038 1,447
9 0.866664201659057 1,137 0.853718487946783 2,211

10 0.88571217285062 1,669 0.874615846811528 3,371
11 0.904760144042183 2,123 0.895513205676273 4,318
12 0.923808115233747 2,714 0.916410564541018 5,136
13 0.94285608642531 3,457 0.937307923405764 5,654
14 0.961904057616873 4,834 0.958205282270509 5,518
15 0.980952028808436 7,146 0.979102641135254 5,134
16 1 15,078 1 5,634

Total 39,757 39,757

Figure 3.3— Gini coefficients frequency distributions
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The effect of investments and divestments is diesn Figure 3 GiniWith coefficients’ values are
higher, on average, thaainiWithoutones. Furthermore, in the first case, about 15t8Rpayers
are placed in the last class while in the lattes,last five classes are substantially equivalent.

Table 3.2shows that in both cases, over 30,000 taxpayens adsini coefficient greater than 0.9.
Thus, many taxpayers in the dataset had only a &wmalous spending elements which
encouraged tax authorities to invite them.

So far, we've only focused on taxpayers’ expendguiTo assess the audit’'s expected profitability,
however, we should also consider taxpayer’s incasadollows:
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Figure 3.4— Income frequency distribution

Income frequency distribution
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Figure 3.4shows that more than 70% of taxpayers declaredcame less than € 20,000.

Before proceeding through tax claim and class wlwe would like to make some concluding
remarks, highlighting that, of course, result felity depends on the training sample’s
representativeness, on overall data quality andtsomherent discriminatory nature. As already
pointed out, auditing is the only way to producealaaset. Since tax auditors focus only on
taxpayers thought to be particularly suspiciouetiog to some clues, data on hand may be biased
and may not represent the whole set of Italianag&ps, being the result of a selection process that
may have systematically excluded some groups gqfagers. For instance, taxpayers might have
been chosen mainly according to the difference betwtheir expenses amount and declared
income or to the score value (see section 7 forenumtails on these issues), so that taxpayers
showing low score values or small differences betwieir income and expenses might have been
systematically excluded from audits. Nonethelekssé taxpayers could have shown interesting
features or patterns that data mining models vatllve able to detect, simply because they are not
present in the dataset. That is why learning modktuld also be fed with taxpayers selected
without using the rules they produce.

Finally, we point out that, among the expenditiesnis, paid taxes were absent; nonetheless, they
represent a substantial and widespread expenseococ@mipamong families.

3.2 Defining tax claim and class values

For each taxpayer in the dataset,thisassessment notistatus is known, as well as his additional
due tax (i.e. the additional requested tax amoant) his additional settled tax (i.e. the additional
tax requested after a tax settlement agreemenpeming on the status valuax claim which is
defined as the tax debt owed by a taxpayer, wdla®g values proportional to the higher assessed
or settled taxes or to a combination of them, dilvé equal to zero.

We have therefore the following possilde claimvalues:

€ zero: when the tax office did not notify ax assessment noticg when the taxpayer (or a tax
court) demonstrated that thex claimwas unfounded.

13



"HAT_TOT": basically,higher assessed tax considered asx claimwhen the assessed amounts
were either paid by the taxpayer or given to thxectalection agent. Besides these cases, where the
tax claim value is definitely correct, there arengoother situations in which higher assessed taxes
may not correspond to the actual tax claim (fotanse, when it is only known that thax
assessment notideas been notified) or it could also prove to beoinect (for example when it is
known that, at the moment data was gathered, thhasean ongoing settlement agreement: if it
ended up positively, the correct tax claim valueuldothen be the settled due amount, not the
original assessed one). Nonetheless, in all thebmds situations, tax claim is estimated according
to higher assessed tax, this being the most neshtcate. It is important to point out that tax ohai

do not necessarily represent money that will béectdd by the Revenue Agency, especially when
tax collection agents are involved.

"HST_TOT" higher settled taxs only taken into account when a taxpayer andatathorities
reach an agreement on the determination of thechaeints.

“HAT_TOT/2": half of the higher assessed tax is only consideteeh a taxpayer appeals against
histax assessment notiead a court takes a partially favorable decisiartie Revenue Agency.

Some figures may describe the audit activity cdroat in 2014 and 2015 by the Italian Revenue
Agency, in the context of income indicators audits.

To start with,39,757invitations were sent, of which 24,507 concerrfisgal year 2009 and 15,250
concerning fiscal year 2010, while orlg,195tax assessment notice®re issued, of which 3,190
with a so calledhegative outcomg@hat is, they did not end up with a payment due).

Total higher due taxes assessed has been of &l®4f,815,2090f which € 222,064,219 referred
to the year 2009 and € 154,750,990 to the year.2010

So, given our sample d39,757 taxpayers, we show some statistics about tax slaimgher
assessed taxes and higher settled tax€ahie 3.3

Table 3.3— Statistics for HAT, HST and tax claim

HAT HST Tax claim
Sum € 367,584,437 € 169,790,828 € 326,018,991
25 percentile €1,619 €0 €0
median €8,177 €1,347 €0
75 percentile € 23,103 €9,523 €3,354
90 percentile € 53,285 € 26,110 € 19,412
99 percentile € 220,818 € 138,223 € 127,641
min €0 €0 €0
max € 2,633,283 €1,179,573 € 2633283
avg € 23,165 € 10,700 € 8,200
mode €0 €0 0
std.dev. € 60,850 €31,017 € 38,749

Table 3.3highlights a strongly skewetthtaset with more than 50% of zero tax claim taxpayerd an
only 25% owing a debt greater thé&r3,354
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Without considering27,529 zero tax claim taxpayers, the tax claim frequendstribution is
depicted inFigure 3.5.

x—axis values represent the right end of eachuatetherefore, there are about 400 individuals
owing less than € 1,000, 1,600 having tax clainmgireg between € 1,000 and € 3,000, and so on.
About half the taxpayers in the dataset owe theeRe® Agency less than € 10,000, and almost all
of them, 95%, less than € 100,000.

Figure 3.5— Tax claim frequency distribution
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The following chart shows the cumulative tax cldmend: by ordering taxpayers increasingly with
respect to their tax claim, it turns out that fudlthe tax revenue (€ 163 million) would be receder
by identifying the 1,000 most unfaithful taxpayers:

Figure 3.6— Tax claim cumulative distribution
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As figure 3.6shows, almost 70% of taxpayers managed to jusigydifference between declared
income and incurred expenses; as for the remaiB@¥g, the 25% most unfaithful are liable for
75% of the total revenue.

Tax claims assume numerical real values, whilesdiaation models require the class attribute to
be nominal. Since the purpose of this paper isdoige some selection criteria, we define a binary
class, whose values are “interesting” and “notregeng”: indeed, only “interesting” classified
taxpayers will be invited, while the others won't.

A natural threshold with which interesting taxpayeould be separated from uninteresting ones
could be€ 0.00 that is, only when a tax claim is greater thanoze¢hen taxpayers would be
classified as “interesting”, otherwise not.

However, the threshold could also become one ofl#itte mining process parameters. We will then
have model learning schemes in which the tax cklirashold is set at € 0, € 1,000, € 5,000, €
10,000 and € 20,000. This avoids multiplying clealies, which would raise complex issues about
some other model parameters (e.g., the cost matdx)nake interpreting results more difficult
(e.g., confusion matrix with many entries).

Indeed, models incorporating different thresholéhdve quite differently: it seems that higher
thresholds allow models to select the most prdftaiaxpayers, although at the expense of a
worsening precision rate. However, we will retusrthis point later on.

We now need to proceed through a data pre-pro@estge, topic of the following section.

4. Data pre-processing

Machine learning methods, such as decision treess@nd and robust techniques, applicable to
practical data mining problems. They usually hawamynparameters, for which suitable values must
be chosen, according to the data on hand.

However, other important processes, which constidukind of input data engineering, can actually
improve success when applying machine learningnigales, as described in [4]. In the following
section, we’ll show how we addressed issues sudatascleaningadding calculated attributes and
feature selection

4.1 Data cleaning

Taxpayers with abnormal values have already be¢ectbel, while observing huge differences
often existing between the maximum value and tH& @&centile in many expenses types. Such
taxpayers are called outliers, i.e. data objectdnigavalues of one or more attributes that are
unusual with respect to typical values for thodelattes. Very often in data analysis activities,
outliers are removed from the dataset being studiedhey may negatively affect most parametric
statistics, such as means, standard deviationscamdlation, since they are highly sensitive to
outliers.

Records are commonly considered outliers with resfwean attribute when they deviate from the

average value for more than 3 or 5 standard dewistiln our dataset, each record could be
considered an outlier with respect to one or mair@ates, and not to others. For our purposes, a
taxpayer is considered as an outlier if he is s@fdeast one attribute, i.e.:
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{outliers} = U{recordilrecordioutlier at least on one attribute}

4

As a matter of fact, by identifying as outliers slkcataxpayers showing, for at least an attribute, a
value differing from its average by more than 5ndtad deviations, 4,366 records should be
removed, i.e. 11% of data. Indeed, they represeamjraficant part of the entire dataset. We hardly
believe they're all misleading records and we asewilling to drop all of them from the entire
dataset, because we could lose some precious iafmmabout invited taxpayers. Therefore, many
extreme records do not actually represent anomatiatis, but rather we need to find a more
restrictive criterion to identify outliers. To keeapings simple, we shall identify amitliers those
records that, for at least one attribute, diffenfrthe average value by more than 6 and 10 standard
deviations (which identifies 3,342 and 1,413 ougliegespectively). We point out that this criterion

is based exclusively on data characteristics astban, thus, empirically derived.

4.2 Data transformation

The dataset on hand needs some calculated atsjauteh as taxpayer age (divided in ranges: [O-
30]; [31-40]; [41-50]; [51-60]; [61-70]; [71-80]; 8[1-100]), called “decades” and the Gini
coefficients multiplied by 100, with respect to Bdaaxpayer’'s expenses, computed both considering
and excluding investments and divestments: theler lare calledGiniWith and GiniWithout
respectively.

The new attribute “decade” frequency distributisrepicted below:

Figure 4.1— Decade frequency distribution
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Figure 4.1shows that tax offices mainly invited mature peoftlee modal class being that of
people in their forties) for whom it can be assunmdone hand, their economic independence and,
on the other, that they have had time to create ¢then patrimonial situation, which turns out to be
inconsistent with their declared incomes.
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Table 4.1- Statistics for Decade

Decade | Num.| Num. tax claim>0| Positivity rate|Total tax claim |Average tax claim
0-30 2,923 858 29.35%| 24,069,914,40 8,234.66
31-40 8,909 2,932 32.91%| 71,899,084,05 8,070.39|
41-50 [13,495 4,652 34.47%| 118,881,552,43 8,809.30
51-60 8,998 2,780 30.90%| 68,217,907.50 7,581.45
61-70 3,892 815 20.94%| 29,252,256.00 7,515.99|
71-80 1,283 168 13.09%| 11,131,356.00 8,676.04
81-100 257 23 8.95% 2,566,921.00 9,988.02
Total |39,757 12,228 326,018,991.38

Table 4.1shows that the highesax assessment noticpssitivity rate is registered among those
notified in the forty years old population segm#.47%) and, even because of this, their resulting
average tax claim is among the highest in the skita

4.3 Feature selection (data reduction)

We have previously pointed out that the expensastroommon value is zero, and that there are
many outliers present. Such data features pose sostions about the overall data quality level,
given that redundant or irrelevant information aetadwith "noise” may confuse machine learning
algorithms.

Feature selection, as a preliminary step to macl@aeing, is concerned with identifying and
removing as many irrelevant or redundant attrib@gegossible from datasets. In general terms,
learning algorithms differ greatly as to their @jito select attributes to use: there are those wh
use them all (e.g. Simple K Nearest Neighboursy&l&@ayes) and others that, on the contrary,
focus on a single one (e.g. OneR). Decision treesSselective": while testing attribute values,jthe
try to split the training set into subsets contagnstrong majorities of a single class. This preces
generally takes place by selecting a small numbattobutes considered as the most predictive.

Feature selection has been a fertile field of neteaince 1970s and has proven to be effective in
removing irrelevant and redundant features, inangagfficiency in learning tasks, improving
learning performances such as predictive accureeyyicing computation time and enhancing
comprehensibility of learned results.

Feature selection is generally performed by fittgrattributes in order to get a good subset of them
prior to applying data mining tasks. The approgmnats of the generated subset is evaluated using
an evaluation criterion. Two, from among many gaescriteria, will be shown later.

As described in [10ffeature selectiomalgorithms generally follow the path depictedrigure 4.2:
starting from the original set of attributes, thegult in the selection of a candidate subset for
evaluation. If the newly generated subset is béti@n the previous one, it replaces it, and theeent
process is repeated until a stopping criterioneas. i@nly at this point are data mining tools applie
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Figure 4.2 —Feature selection process
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We have applied tweeature selectiomlgorithms to our dataset, containing 64 predectttributes.
In what follows, tax claim threshold was set to,80D.

The first one, calle€orrelation based feature selectionas first described in [11]. This algorithm

evaluates many feature subsets. Good feature subsetain features highly correlated with the
class, yet uncorrelated with each other. Resulisbeavalidated in many different ways: in general
terms, this can be done over the entire datasetyitbr a k-fold cross validation technique, as
explained in [13].

Based on available data, this algorithm evaluat@d @ifferent attribute subsets and ended up
selecting 10 or 12 of them, depending on the vabdanethod adopted, as shown below:
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Figure 4.3— Correlation based feature selection
=== Attribute Selection on all input data ===

Selected attributes: 3,11,12,17,18,30,39,45,47,64 : 10
GiniWith

CORPORATE OFFICES (from year 2010)
ADJUSTED DECLARED INCOME
FAMILY ADJUSTED DECLARED INCOME
SELECTION VALUE

TENANCY

HEALTHFROM DECLARATIONS
VEHICLES LEASING

KW MOTOR VEHICLES

INVESTMENTS

=== Attribute selection 10 fold cross-validation (s tratified), seed: 1 ===
number of folds (%) attribute

10(100 %) 3 GiniWith

10(100 %) 11 CORPORATE OFFICES (from year 2010)
10(100 %) 17 FAMILY ADJUSTED DECLARED INCOME
10(100 %) 18 SELECTION VALUE

10(100 %) 30 TENANCY

10(100 %) 39 HEALTH FROM DECLARATIONS

10(100 %) 45 VEHICLES LEASING

10(100 %) 64 INVESTMENTS

9(90 %) 12 ADJUSTED DECLARED INCOME

5(50 %) 46 NUM. MOTOR VEHICLES

5(50 %) 47 KW MOTOR VEHICLES

1(10%) 13 OVERALL DECLARED INCOME

Figure 4.3attribute subsets are quite similar. The ten-faloss validation, though, tells us how
many times each attribute was selected, while éhertins were ongoing. In a way, it provides a
ranking merit of individual attributes.

To rank attributes means to have on hand a wayderdhem, according to some criterion. This
suggests a perspective change, in which the numbettributes to select becomes a model
parameter. An algorithm following this philosopts/ the Information Gain Attribute Evaluation
presented in [12], which evaluates an attributeebeby measuring itgain ratio with respect to
the class, that is, the information gain that anibaite would permit if it was the only one in the
dataset. Then, @nkerwould order the selected attributes based on theividual evaluations.

By setting the number of attributes to select at ths algorithm chose the following features,
ordered according theinformation Gainbenefit (the first list is generated by validatiog the
entire dataset, while the second by meanstefndold cross validation
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Figure 4.4— Information gain feature selection
=== Attribute Selection on all input data ===

Ranked attributes:

0.0415 17 FAMILY ADJUSTED DECLARED INCOME
0.0373 64 INVESTMENTS

0.0371 12 ADJUSTED DECLARED INCOME
0.0361 13 OVERALL DECLARED INCOME
0.0306 18 SELECTION VALUE

0.0268 3 GiniWith

0.0241 19 FAMILY SELECTION VALUE
0.0195 39 HEALTH FROM DECLARATIONS
0.0149 47 KW MOTOR VEHICLES

0.0142 30 TENANCY

=== Attribute selection 10 fold cross-validation (s tratified), seed: 1 ===

average merit  average rank attribute

0.041 +- 0.001 1 +0 17 FAMILY ADJU STED DECLARED INCOME
0.037 +-0 25+-0.67 64 INVESTMENTS

0.037 +- 0.001 2.6+-049 12 ADJUSTED DE CLARED INCOME
0.036 +- 0.001 3.9+-0.3 13 OVERALL DEC LARED INCOME
0.03 +-0.001 5 +0 18 SELECTION V ALUE

0.026 +- 0.001 6 +0 3 Giniwith

0.024 +-0 7 +0 19 FAMILY SELE CTION VALUE
0.02 +-0 8 +-0 39 HEALTH FROM DECLARATIONS
0.015+-0 9.2+ 04 47 KW MOTOR VE HICLES

0.014 +-0 10.1+-0.7 30 TENANCY

0.014 +-0 10.7 +- 0.46 46 NUM. MOTOR VEHICLES

Attribute subsets irFigure 4.3 and Figure 4.4 generated by the two algorithms don’t overlap
perfectly, but there are some common elements,vemdan therefore interpret this finding by
saying that there is a hard core of attributesdhatignificantly more predictive than others.

In the following sections, we will test whether bualgorithms are useful, compared to other
models that use all existing attributes.

5. Obtaining models from the dataset

Given our set of predictive attributes (see Apperiblifor more details) and @ass attribute to
predict, we now show how we extracted predictivedel®, in order to identify useful and
interesting patterns among data.

In general terms, given a dataset, i.e. a collaatforecords, each described by a set of attribotes

which one is defined as tltass the aim of any classification process is thaeafning a function

(i.e. a classification model) that maps each attdlset to one of the predefined class labels, in
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order to assign the correct class label to unknmeeords (of the same species as the ones already
analyzed), in the most accurate way.

A classification model can thus be treated as akbbox that automatically assigns a class label
when presented with the attribute set of an unknosaord. Normally, when associating a class
label to arecord the model also provides a probability, which Higjits how confident the model
is about its own prediction.

After having randomly partitioned the dataset rdsan two subsets, callédaining setandtest set,
the classification process takes place in two steps

Training: step in which the model is built, based on titaéning setdata: that is, the model trains
and learns, by observing each attribute recordudieg the class value. This phase ends with
model formalization in which existing relationshipstween the class and the other attributes are
explained. In our case, this basically means tmatodel will find out how tax claim is related to
data stored in VERDI database.

Test step in which the newly born model performanceakdated on théest setduring this step,
what the model has learned in the previous phasested, on unseen data stored in tdst set
Since each record class label is known, real vataesbe compared against predicted ones, using
different evaluation metrics.

In the taxpayer selection process, easy to integiré to understand models are preferred to more
complex ones. Typically, decision trees meet thevalvequested conditiohs

Instead of considering just one decision tree, Ipo#ictical and theoretical reasons drove us to more
sophisticated techniques, known as ensemble legrmith which different models learned from
data are combined. One of these techniques iddadigging that stands fdbootstrap aggregating
with which many base classifiers are computed @naase, many trees) as shown in [14]. Briefly,
bagging consists of a two-steps procedure: first, sevbede classifiers, trained on different,
equally sized, subsets of the original training, seitained with abootstrap method (i.e. by
randomly sampling the training set with replacemere built. Individual classifiers are then
combined on a vote basis, i.e. a certain recoassgyned to the class label that was predicted more
often. This technique reduces prediction varianmcesssence, by averaging predictions, the error
rate is reduced.

As previously highlighted, we are designing a siléaand effective learning scheme intended to
improve the Italian Revenue Agency’s ability tonti/ non-compliant taxpayers, in the context of
income indicators fiscal audits.

" The termtree is due to the similarity between the learning niaderesentation and a tree, usually depicted epsid
down.
A tree shows a hierarchical structure, consistifhig €inite set of elements calletbdes which depart from an initial
node calledroot node, that has no incoming edges and zero or more owgedyes, and are connected through
oriented, labele@édges We have two types of noddeaf nodes labeled with the class label of the elements shésfy
all the conditions of the path root-leaf (thus tHewve exactly one incoming edge and no outgoinge€dgnd the
internal nodes labeled based on the splitting attribute, eachingaone incoming edge and two or more outgoing
edges. The splitting criterion is represented leylébel on the edges.
So, an instance is classified by starting fromribet node of the tree, testing the attribute spetiby this node, then
moving down the tree edge corresponding to theevaluthe attribute itself. This process is thenespd for the
subtree rooted at the new node, until a leaf iglred. Decision trees divide observations into nilytuexclusive
subsets, so an instance can only end in one lek. no
Given a dataset, a tree model can be computed ity mays, depending on how the learning model tackleme
fundamental issues, such as how to choose thenaitendes, how to decide when to stop the tree tirgpruning
strategy) or how to assign a class label to a leaf.
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Thus, we have empirically conducted a few experisiezach time varying the dataset (including /
removing outliers and considering all the attrilsube only a subset of them) and some fundamental
model parameters, such as tebalancing of the class@s the training set and tax claim thresholds,
looking for the best possible model.

Anyway, scenarios shown in the next pages sharliogving common features:

identical partitioning of the datasettiaining set(containing 2/3 ofecord9 andtest set
(containing the remainingecords;

resamplingof thetraining set this task increases the number of minority classrds in
the training set by duplicating some of them until a new propartleetween the class
labels is reached. Often, this step boosts theigiresl capabilities of the model, in case
of unbalanced datasets. In our case, about 70%ofde were referred to zero tax claim
taxpayers and that is why this operation has dgtpabven to be very useful;

use of acost matrixwhile building the model. By giving different wéits to different
misclassification errors (i.e. to classify a tax@ags interesting when he’s not so — so
calledfalse positive error and to classify a taxpayer as not interestingnymstead, he

is so — afalse negative errgrturned out to dramatically affect classifier potidns.
Intuitively, depending on the error weights setsingrodels will pay more attention to
false positiveerrors rather than tialse negativenes or viceversa.

So, when building its base classifiers, Haggingalgorithm may handle a cost matrix to
specify misclassification error costs accordingheir consequences. In a binary class
problem, we have a 2x2 matrix, whose values coalddmfigured as follows:

pred — NI
actual 1
I 0 1
NI 1 0

if the two types of error had identical consequentwever, in our context, this does
not seem to be a realistic assumption becauseifglagsas interestingan actualnot
interestingtaxpayer is a much more serious error, based ofatti¢hat, generally, tax
offices human resources are barely sufficient téopen all the audits they are assigned,
so optimizing the average working time of each auslia relevant task. Clearly,
incurring in false positive errors lengthens therage working time of a positive audit,
while not checking an interesting taxpayer may lm®tso harmful, assuming that tax
offices resources are never underutilized

The most appropriate cost matrix coefficients wenepirically chosen after several
trials, in which we observed the modetsnfusion matrixchanges due to cost matrix
weights variations, keeping the other model's parans still (see Appendix 2 for more
details on confusion matrices).

As we expected, changes in the cost matrix higfigcted the model confusion matrix
values, as shown bel8w

% The shown example has been obtained in the Scehaontext, keeping tHeiasToUniformClasparameter equal to
0.4, the tax claim threshold equal to € 0.00 aedrtmNumObparameter equal to 500.
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[ pred - [ NI a b < classified as
actuIal ! o 1| [1233 2225  a = Interesting
NI 1 0 1005 8791 b = Not interesting
[ pred - NI a b < classified as
actuIal ! 0 11 [803 2655 a = Interesting
NI 15 0 488 9307 b = Not interesting
pred = NI a b < classified as
actuIal ! o 1|7 [325 3133 a = Interesting
NI 20 149 9646 b = Not interesting
pred = NI a b < classified as
actulal l 0 T [0 3458 a = Interesting
NI 25 0 0 9795 b = Not interesting

That is, by increasing the false positive error ghiei(ranging from 1 to 2.5), the
confusion matrix shows that the model:

» selects fewer and fewer taxpayers to audit, untiécides not to invite anybody;

* becomes more and more precise;

Our results can easily be explained: as the fatsstipe error weight increases, the
model behaves like a sniper whose bullets arengetiiore and more expensive: so,
before firing, he has to be quite sure he won'tsntine target.

The most suitable cost matrix appeared thus thdemne shown below:

pred - NI
actual |
I 0 1
NI 2 0

A model built by using the above depicted cost matrdeed satisfies two desirable
requirements, as can be argued by observing tleeiagsd confusion matrix: it only
suggests a small part of the test set recordsuiditsa(in the above mentioned example,
less than 4%, which may appear quite arbitrary,ibteflects the percentage of sent
invitations (about 40,000) compared to the taxpaysatisfying all the needed
conditions to be assessed (about 800,000) in thes\#014-2015) and at the same time
it ensures the best expected precision rate.

Such a cost matrix turned out to be the best ora @vother scenarios, so it has always
been used in what follows.

use of ensemble learning techniques, such as lggin
use of Ross Quinlan’s C4.5 decision tree modelilw bbase classifiers
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Finally, we recall that desirable models are easyse in real life and easy to read and comprehend.
To meet these requirements, trees must not bedep. dhus, base classifiers used inlithgging
process were built having tminNumObjparameter set to 500 (this parameter influencedrése
leaves cardinality).

We point out that simplicity was not reached byrisi@ing models accuracy and precision. Indeed,
in the Scenario 1 context, varying ttenNumObjparameter and keeping the&asToUniformClass
parameter equal to 0.4, the tax claim thresholdkguE 0.00 and the cost matrix equal to:

pred —

NI
actual |
1 0 1
NI 2 0
we obtained the following results:
¢ minNumObj = 50:
Correctly Classified Instances 10093 76.1563 %
Incorrectly Classified Instances 3160 23.8437 %
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision Reca Il F-Measure ROC Area Class
0.153 0.023 0.697 0.1 53 0.25 0.733 INTERESTING
0.977 0.847 0.766 0.9 77 0.858 0.733 NOT_INTERESTING
Weighted Avg. 0.762 0.632 0.748 0.7 62 0.7 0.733
=== Confusion Matrix ===
a b <--classified as
5282930 | a=INTERESTING
2309565 | b=NOT_INTERESTING
*  minNumObj = 100:
Correctly Classified Instances 10045 75.7942 %
Incorrectly Classified Instances 3208 24.2058 %
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision Reca I F-Measure ROC Area Class
0.124 0.018 0.705 0.1 24 0.211 0.715 INTERESTING
0.982 0.876 0.76 0.9 82 0.857 0.715 NOT_INTERESTING
Weighted Avg. 0.758 0.652 0.746 0.7 58 0.689 0.715
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=== Confusion Matrix ===

a b <--classified as
4303028 | a=INTERESTING
180 9615| b =NOT_INTERESTING

*  minNumObj = 200:
Correctly Classified Instances 10024 75.6357 %
Incorrectly Classified Instances 3229 24.3643 %

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Reca Il F-Measure ROC Area Class
0.118 0.018 0.695 0.1 18 0.202 0.693 INTERESTING
0.982 0.882 0.759 0.9 82 0.856 0.693 NOT_INTERESTING
Weighted Avg. 0.756 0.657 0.742 0.7 56 0.685 0.693

=== Confusion Matrix ===

a b <--classified as
408 3050 | a=INTERESTING
1799616 | b =NON_INTERESTING

*  minNumObj = 500:
Correctly Classified Instances 9971 75.2358 %
Incorrectly Classified Instances 3282 24.7642 %

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Rec all F-Measure ROC Area Class
094 0.015 068 O .094 0.165 0.701 INTERESTING
0.985 0.906 0.755 0 985 0.855 0.701 NOT_INTERESTING
Weighted Avg. 0.752 0.674 0.737 0 752 0.675 0.701

=== Confusion Matrix ===

a b <--classified as
3253133 | a=INTERESTING
1499646 | b =NON_INTERESTING

As it can easily be pointed out, the four modelevabdescribed are quite similar as for precision
rate (which ranges from 68.6% to 70.5%) and cdyatassified instances rate (which ranges from
75.23% to 76.15%).

On the other hand, average number of leaves andgeeize of trees is greatly affected by the
minNumObjparameter, as shown below:
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Table 5.1—- Average number of leaves and average size of &edifferennumMinObjparameter
values

MinNumObj = 50

Average Number of Leaves : 104{,24

NJ

Average Size of the tree : 141,
MinNumObj = 100

Average Number of Leaves :

(n

4,4

NJ

Average Size of the tree : 73,5
MinNumObj = 200

Average Number of Leaves : 2496

Average Size of the tree : 35,88
MinNumObj = 500

Average Number of Leaves : 8,8

00

Average Size of the tree : 15,6

As a matter of fact, deeper trees are more diffituiread and to understand. Moreover, complex
models are more likely to suffer from overfittinot being significantly more predictive than
simpler ones, we won'’t rely on them and in whatoles we’ll always consider trees built with
minNumObjparameter set at 500.

Of course, what follows does not claim to be exhiges but is rather intended to stimulate
reflection and action, by providing a guideline tre use of some well-known data mining
algorithms, in the context of income indicators igaid

The following section summarizes the experimerssits.

5.1 Scenario 1
In the first scenario that we considered, all & &4 predictive attributes, and all of the records in
the dataset, including outliers, were used.

Three parameters have been varied during the empeti cost matrix values, tax claim threshold
and the proportion, within the training set, okirgisting and not interesting taxpayers.

Tax claim threshold was initially set €00.0Q

Thetraining sef a random sample of the original dataset B&¢@04records, corresponding to 2/3
of the total (the completdatasethaving39,757record9, of which17,734arenot interestingand
8,770 are interesting (thus, in thetraining set interesting taxpayers accounted for 33% of the
population).

The remaining records of the dataskB,R53record9 were used to validate the model (i.e. they
formed thetest setand were as follows:

e {testset=13,253
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* #interesting taxpayers 3,458 (26%)
* # not-interesting taxpayers €,795 (74%)
» Total tax claim = €126,114,464 (average tax claifd,€15).

We recall that to obtain legible trees (i.e. nat tleep), base classifiers used inlthggingprocess
were built having theminNumObjparameter set to 500. Individual base classifieesewbuilt
following a bagging scheme on different equallyegsizamples of theaining set.Moreover, since

the class labdhterestingwas a minority in the training set, the balancimglgtem has been taken
into account through thbiasToUniformClasgparameter, with which the proportion between the
two classes in the dataset has been modified. perameter ranges between 0 (no rebalancing) and
1 (rebalancing that leads to a 50:50 proportiorglaBcing consists of replicating some minority
class records and, at the same time, in removinggaal number of records belonging to the other
class, leaving theraining setsize unaltered.

As mentioned before, the cost matrix used in tbénario is as follows:

pred — NI
actual 1
I 0 1
NI 2 0

Class rebalancing provides the following results:

Table 5.2— Classification processes with threshold set@09o

biasToUniformClass Interesting Not interesting

Confusion matrix Precision rate
value taxpayers taxpayers

a b <--classified as
0.0 8,770 17,734 03458 | a=INTERESTING 0%
09795| b=NOT_INTERESTING
a b <--classified as
0.3 10,106 16,398 03458 | a=INTERESTING 0%
09795| b=NOT_INTERESTING
a b <--classified as
0.4 10,618 15,886 3253133 | a=INTERESTING 68.6%
149 9646 | b =NOT_INTERESTING
a b <--classified as
0.5 11,099 15,405 357 3101 | a=INTERESTING 68.3%
166 9629 | b =NOT_INTERESTING
a b <--classified as
0.8 12,532 13,972 713 2745| a=INTERESTING 63.4%
4119384 | b=NOT_INTERESTING

Table 5.2shows that théiasToUniformClasparameter affects the model’s performance, measured
by the true positive ratio (precision). According this criterion, the best model has the
biasToUniformClasparameter set to 0.4.

The best model's most significant characteristresshown below:
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Figure 5.1— Best model metrics, € 0.00 threshold

Scheme: CostSensitiveClassifier

Options: -cost-matrix "[0.0 1.0; 2.0 0.0]"

weka.classifiers.meta.Bagging -- -P 64 | 25 -weka.c lassifiers.trees.J48 -- -C 0.25 -M
500

Correctly Classified Instances 9971 75.2358 %

Incorrectly Classified Instances 3282 24.7642 %

Total Number of Instances 13253

=== Detailed Accuracy By Class ===

P Rate FP Rate Precision Recall F-M easure ROC Area Class

0.094 0.015 0.686 0.094 O 165 0.701 INTERESTING

0.985 0.906 0.755 0.985 O .855 0.701 NOT_INTERESTING
Weighted Avg. 0.752 0.674 0.737 0.752 O .675 0.701

=== Confusion Matrix ===
a b <--classified as
3253133 | a=INTERESTING
149 9646 | b = NOT_INTERESTING

Figure 5.1shows that this model would have suggested toedvit taxpayers out of 13,253 (3,6%
of the total), of which325 are actuallyinteresting(about 69% — this is the modptecision)
representing almost 10% of interesting taxpayethearentiregest se(this is the modelecall).

The high precision rate (69%) is counterbalancedadgw recall rate, since the model is quite
cautious when it has to predict that someonéniefesting. As pointed out earlier, this may not be
a problem, as long as suggested invitations aragimti cover the tax office’s operational capacity.

The overall model accuracy rate 1$,23%: that is, the model correctly identifies75% of the
taxpayers in théest setand this represents astimateof the expected modekerformancewvhen it
has to classify new unseegcords.

How confident can we be in this estimate? To anshisrquestion, we follow [13]. First of all, we
need some statistical reasoning. A successiond#p@endent events that either succeed or fail is
called aBernoulli processOur learning scheme is similar tdBarnoulli processin that there are
the “success” events, corresponding to a right ag&p classification, and the “failure” events,
corresponding to a misclassification error. The hanof trials of the process is equal to the test s
size. ABernoulli procesdas one parameter, the success pat€he question, then, is, what does
the accuracy rate tell us about the true succésg?a

Mean and variance of a single Bernoulli trial wétinccess ratg arep andp(1 — p), respectively.
If N trials are taken from a Bernoulli process, theeexpd success rafe= S/N is a random
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variable with the same mean and variancep(1 — p)/N. For largeN,the distribution of this
random variable approaches the normal distribution.

Based on this, we are interested in determiningqhtamval forp at a given confidence level. For a
normal distributionZ with zero mean and variance equal to aneN(0,1), given a confidence
level of 95%, we want to answer to our question.

It is well-known that:

Pr(—1,96 < Z < 1,96) = 0,95
Thus

f_p
Pr(—1,96 < SO N = 1,96)=0,95

which leads us to:

[ 108 g (L L2 1062 [ 1967
p=\f oy 2090 Iyt Y YNz N

That is, at 95% of confidence we obtain the intef9a45, 0,760] fow. Since the interval size is,
indeed, very small, 1.5 percentage points betweaximum and minimum, we are confident about
the goodness of the model.

Other evaluation metrics, typically used in clasation tasks, are described in Appendix 2.

In previous sections, we have stated that classipeovide both a predicted value and a probability
indicating how confident the model is on its preidic.

We can therefore ordégst setecords according to their probability of beingtéresting” given by
the model: of course, if it is greater than 0.%, tcord is classified as interesting, otherwiseyat
interesting. By introducing probabilities, we alsave different shades of “interesting” and “not
interesting” taxpayers (i.e. an interesting taxpagtea 0.8 level is more interesting than another
taxpayer at a 0.6 level, who is still interesting).

This could allow us to investigate the model padfitity, for any given set of selected taxpayers.
For instance, let's consider the fidI4 more interesting taxpayers i.e. the ones the modeld
have invited. We can see the chart depictedrigure 5.2 which reports, on the y-axis, the
cumulative tax claims corresponding to the fitstaxpayers reported on the x—axis (in this case,
n < 474). By way of comparison, we also depict the averag@ulative tax claim (i.e. what we
would expect from a random classifier):
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Figure 5.2— Cumulative tax claim for interesting taxpayers
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We recall that on the entiest setthe average tax claim per taxpayer is equa€ 19,515.91
Therefore, by multiplying this average value by thenber of selected taxpayers, we would get a
total of€ 4,510,545

Is the model we've built more profitable? The answppears to be “yes”. Selected taxpayers
would have led to a total recovery 6f7,215,227 corresponding, on average, €015,222per
taxpayer.

Since all taxpayers could be ordered accordinghéir tprobability of being interesting, we can
introduce it as another possible selection criterizvithout being strictly conditioned by the
confusion matrix. Indeed, without any probabilistidormation, 474 taxpayers would be invited.
But if a tax office had to invite, say, 800 of themwould not know how to select the remaining
ones. Knowing each taxpayer’s probability of beingresting, it would then select the first 800
taxpayers according to thianking (noticing that taxpayers from the 475" up to #®@0" position
have a probability < 0,5 of being “interesting”, but nonetheless, higharthihe other taxpayers
in the test setkigure 5.3chart can then be extended to an arbitrary numloéitaxpayers, or even
to the entire test set, as shown below:
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Figure 5.3— Cumulative tax claim on the test set
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For everyn value, we have an expected tax recovery levelccttat shows the model performs
better than the random classifier, being its cutvdatax claim constantly above the other.
Obviously, for the last taxpayer in the test dat, tivo cumulative tax claims coincide.

In what we’ve just seen, interesting taxpayers whose who had a positive tax claim. However,
specific tax offices profitability needs may sudgisvary that threshold, in order to consider as
interesting only taxpayers with higher tax claims.

So, let’s set a new threshold at € 1,000, usingé#mee cost matrix:

and varying théiasToUniformClasparameter within th&aining sef as follows:

Table 5.2— Classification processes with threshold setlB080

pred —
actual |

I
NI

NI
0 1
2 0

biasToUniformClass Interesting Not interesting - . .
Confusion matrix Precision rate
value taxpayers taxpayers
a b <--classified as
0.0 8,434 18,070 03458 | a=INTERESTING 0%
09795| b=NOT_INTERESTING
a b <--classified as
0.4 10,419 16,085 276 3116 | a=INTERESTING 72.4%
1059756 | b =NOT_INTERESTING
a b <--classified as
0.5 10,923 15,581 434 2958 | a=INTERESTING 63.7%
247 9614 | b=NOT_INTERESTING




The best model, according to its precision ratéhésone where thigiasToUniformClasparameter
is set to 0.4, detailed below:

Figure 5.4— Best model metrics, € 1,000 threshold

Scheme: CostSensitiveClassifier
Options: -cost-matrix "[0.0 1.0; 2.0 0.0]"

weka.classifiers.meta.Bagging -- -P 64 | 25 -weka.c lassifiers.trees.J48 -- -C 0.25 -M
500

Correctly Classified Instances 10032 75.6961 %

Incorrectly Classified Instances 3221 24.3039 %

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F -Measure ROC Area Class

0.081 0.011 0.724 0.081 0.146 0.704 INTERESTING

0.989 0.919 0.758 0.989 0.858 0.704 NOT_INTERESTING
Weighted Avg. 0.757 0.686 0.749 0.757 0.676  0.704

=== Confusion Matrix ===
a b <--classified as
276 3116 | a=INTERESTING
1059756 | b =NOT_INTERESTING

Setting a € 1,000 threshold has led us ti@iming setwith 18,070 hot interestin§ taxpayers (68%

of total), and 8,434 interesting (32% of total)ngmared with the previous case, we register only
minimal differences, as only a few taxpayers reegia tax assessment notice with a tax claim
lower than 1,000 euro.

However, the precision rate has slightly increa§&j4%againstt9%), and the model would have
suggested381 taxpayers to be invited. As we've just seen, thougle ranking given by their
probability would allow tax officers to wisely seteeven more (or less) taxpayers, as explained
before.

Considering the firsB81 selected taxpayers, we can draw a chart as depicteédure 5.5 which
reports, on the y—axis, the cumulative values eftéx claim corresponding to the firstaxpayers
on the x—axis:
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Figure 5.5— Cumulative tax claim of “interesting” taxpayers
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On the entireest setthe average tax claim per taxpayer is equaf ©515.91 so the first 381
taxpayers would yield a total recovery®13,625,564 The model, on the other hand, would have
led to€ 6,774,595corresponding to an average€oi7,781per taxpayer.

We can further increase the threshold, sa§ 5000 obtaining thus #&aining setwith 20,487not
interestingrecords and 6,01interesting onesThe unbalancing problem thus becomes more severe,
and to improve model performances, we need tohsdbiasToUniformClasgparameter to higher
values. Indeed, the best results are obtaineshgettat 0.7 and 0.8, as shown below:

Table 5.4— Classification process with threshold set tqGD8

biasToUniformClass Interesting Not interesting

Confusion matrix Precision rate
value taxpayers taxpayers

a b <--classified as
0.7 11,220 15,284 327 2417 | a=INTERESTING 63.4%
189 10320 | b = NOT_INTERESTING
a b <--classified as
0.8 11,950 14,554 377 2367 | a=INTERESTING 59.5%
257 10252 | b = NOT_INTERESTING

Table 5.4shows that the best model, which is detailed bglbas thebiasToUniformClass
parameter set to 0.7:
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Figure 5.6— Best model metrics - € 5,000 threshold

=== Evaluation result ===
Scheme: CostSensitiveClassifier

Options: -cost-matrix "[0.0 1.0; 2.0 0.0]"

weka.classifiers.meta.Bagging -- -P 64 | 25 -weka.c lassifiers.trees.J48 -- -C 0.25 -M 500
Correctly Classified Instances 10647 80.3365 %
Incorrectly Classified Instances 2606 19.6635 %

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Reca Il F-Measure ROC Area Class

0.119 0.018 0.634 0.1 19 0.201 0.645 INTERESTING

0.982 0881 081 0.9 82 0.888 0.645 NOT_INTERESTING
Weighted Avg. 0.803 0.702 0.774 0.8 03 0.746 0.645

=== Confusion Matrix ===
a b <--classified as
327 2417| a=INTERESTING
18910320 | b =NOT_INTERESTING

According toFigure 5.6,the model predictive capability seems to have wadgprecision rate of
63,4%), but taxpayers that were previously judgedngeresting (when the threshold was lower),
now may have been considered as not interesting:sense, the model is judged by a more severe
arbiter. We’'ll come back to this issue later on.

Considering the firsb16 selected taxpayers, we can draw a chart, as ddpictegure 5.7 which
reports, on the y—axis, the cumulative tax claimregponding to the first taxpayers on the x—axis:

Figure 5.7: cumulative tax claim of “interesting” taxpayers
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On the entirdest setthe average tax claim is equal&€®,515.91 so the first 516 taxpayers would
yield total recovery of 4,909,740The model, on the other hand, would have le€ 446,875
corresponding to an average€o18,308per taxpayer: the average tax claim, thus, ikistiteasing.

Let's see what happens with further threshold iases, to € 10,000 and € 20,000. The best models
in these cases are reported below:

Table 5.5— Best classification processes, threshold € 10a®@0€ 20.000

Average tax claim
on interesting
taxpayers

Correctly classified

Threshold Confusion matrix Precision rate -
instances

a b <--classified as

€ 10,000 327 2417 | a=INTERESTING 57.7% 83.77% € 23,757
189 10320 | b = NOT_INTERESTING
a b <--classified as

€ 20,000 377 2367 | a=INTERESTING 47.7% 88.53% € 31,676
257 10252 | b = NOT_INTERESTING

A threshold set at € 10,000 leads to a model whiohld suggest 333 taxpayers with an overall
recovery of€ 7,911,312corresponding to an average€o®3,747per taxpayer. A threshold set at €
20,000, instead, leads to a model which would ssig8#2 taxpayers, with an overall recovery€of
10,833,236corresponding to an average€odl,676per taxpayer.

As threshold values increase, positivity-ratesaeti confusion matrices lose significance, as
precision rates measure the models’ “success” batteywhat a “success” actually is depends on the
threshold value. That is, when the threshold i2®€t0.00, “success” means “tax claim greater than
€ 0.00”, when the threshold is set to €20,000, ¢sgs” means “tax claim greater than € 20,000".
As a result, models with different threshold levedsinot be compared on a precision rate basis. We
can overcome this issue by comparing the computedieta on the basis of a fixed percentage of
thetest se(say, 5%), and find both the number of positive tax claargayers and the average tax
claim each model would ensure, as in the tablefthiatvs:

Table 5.6— Models comparison

Best model per threshold Positive tax claitrzsiasxeptayers on 5% of Expectegfrf:s(ivseg on 5% Average tax claim
€0, bias 0.4 441 (66.52%) €9,145,803 € 13,794

€ 1,000, bias 0.4 453 (68.33%) € 10,928,364 €16,48 3

€ 5,000, bias 0.7 452 (68.17%) € 11,854,572 €17,88 0

€ 10,000, bias 0.7 405 (61.09%) € 16,974,595 €256 02

€ 20,000, bias 0.7 365 (55.05%) € 24,430,834 € 36,8 48

° A 5% threshold may appear quite arbitrary, but, as recalled earlier, it reflects the percentage of sent invitations
(about 40,000) compared to the taxpayers satisfying all the needed conditions to be assessed (about 800,000) in the
years 2014-2015.
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Table 5.6seems to suggest the following relationships:

- as threshold increases, precision rate decreas¢iseNhat since models’ precision rates
are now always computed in the same way, modelsdbles are actually comparable

- as threshold increases, average tax claim retgreases

The above depicted situation shows a ctesdteoffbetween precision rate and tax claim returns, to
which we’ll come back later on.

5.2 Scenario 2

In this second scenario, outliers are removed filoentraining set. Outliers were defined as values
differing more than 6 (cas® or 10 (casd) standard deviation from the mean value in attleas
attribute. In the former, th&aining sethas 24,138records and in the latt@5,488 (while the
original training setwas made up of 26,504). Thest setwill continue havingl3,253records, as
seen before.

We point out that, instead of removing the outligmsn the training set, we could also have kept
them and erased their extreme values (we recdlRbss Quinlan’s 4.5 model is able to handle null
values). We preferred not to do this, considerimg Gini Index analysis results (see section 3),
which showed that many taxpayers in the datasetomdyl a few anomalous spending elements
which encouraged tax authorities to invite them, Be could easily erase the only expenditure
value for which these taxpayers had been invitedsuch cases, thus, the model could have
observed some tax claim amounts not correspondiagy particular expenditure value, which may
have negatively affected its overall predictivelgsis.

The usual cost matrix is used, as well as andahebaggingalgorithm.

Results of casa) are shown below:

Table 5.7— Classification results, outliers at 6 std. dev.

L Average tax
. Partitioning - Correctly .
Original . . Precision o claim on
Threshold I after Confusion matrix classified . .
partitioning . rate . interesting
resampling instances
taxpayers
. . a b <--classified as
Eo00 o NS a0 310 3148 | a = INTERESTING 71.3% 75.3% €14,393
: - 8, - 9 125 9670 | b = NOT_INTERESTING
. . a b <--classified as
N il 793313 | a = INTERESTING 80.6% 74.85%  €16,267
: 7 : 9 199842 | b = NOT INTERESTING
. . a b <--classified as
£o000  NE18.O45 NLL00d 376 2368 | a =INTERESTING 61.4% 80.35%  €24573
: -5 10, 236 10273 | b =NOT_INTERESTING
. . a b <--classified as
Ei ;g,gc;o :\_”'5(;'1455 il 271 1931 |a = INTERESTING 52.8% 83.60%  €30,834
: -3 : 9 242 10809 | b =NOT_INTERESTING
. . a b <--classified as
Loo00h W22 108 NEToo0 162 1342 | a = INTERESTING 46.3% 88.45%  €39,285
: 2, - 8, 188 11561 | b =NOT_INTERESTING

Similarly, in casé), we have the following results:
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Table 5.8— Classification results, outliers at 10 std. dev.

- Partitioning - Correctly Aver_age tax
Original . . Precision o claim on
Threshold I after Confusion matrix classified . .
partitioning . rate . interesting
resampllng instances
taxpayers
. . a b <--classified as
£o00 o NEoad0 Nhioa02 3253133 | a = INTERESTING 68.1% 7521%  €15672
: - 8 110, 152 9643 | b = NOT_INTERESTING
. . a b <--classified as
R e il 164 3228 | a = INTERESTING 77.0% 7527%  €21,157
: -8 + 9 49 9812 | b = NOT_INTERESTING
. . a b <--classified as
£o000  NEI.ET0 N 277 2467 | a = INTERESTING 65.3% 80.27%  €30,134
: -5 10, 147 10362 | b =NOT_INTERESTING
. . a b <--classified as
Eagon NSO il 208 1994 | a = INTERESTING 56.2%6 83.73%  €30,100
: -3 : 9 162 10889 | b =NOT_INTERESTING
. . a b <--classified as
£ 20000 NI23242 o008 224 1280 | a = INTERESTING 31.7% 86.70%  €33,679
: -2 -9 482 11267 | b =NOT_INTERESTING

To compare the just built models, we can proceeith #3e previous scenario, by selecting a fixed
percentage of the test set(e.g. the usual 5%),tlaul comparing precision rate and average tax
claim on these taxpayers. Data is shown below:

Table 5.9— Comparing models of Scenario 2

6 std. dev.
Best model per threshold Positive tax claim taxpayers on Expected recovery on Average tax claim
P 5% of test set 5% of test set o
€ 0.00; bias 0.4 444 (66.96%) € 9,815,033 € 14,803
€ 1,000; bias 0.4 445 (67.11%) € 9,660,313 € 14,570
€ 5,000; bias 0.7 436 (65.76%) € 16,283,886 € 24,56 0
€ 10,000; bias 0.7 385 (58.06%) € 20,491,106 €309 06
€ 20,000; bias 0.7 292 (44.04%) € 24,243,344 €36,5 66
10 std. dev.
Best model per threshold Positive tax claim taxpayers on Expected recovery on Average tax claim
P 5% of test set 5% of test set 9
€ 0.00; bias 0.4 441 (66.51%) €9,262,943 €13,971
€ 1,000; bias 0.4 461 (69.53%) € 10,242,995 €15,44 9
€ 5,000; bias 0.7 422 (63.65%) € 16,709,809 € 25,20 3
€ 10,000; bias 0.7 379 (57.16%) € 18,483,105 €278 77
€ 20,000; bias 0.7 266 (40.12%) € 23,518,276 €354 72

For each sub-scenario, we have thus computed 5Is@deriterion to choose the best sub-scenario
is now needed. A possible option could be thatomhguting the overall average tax claim relative
to each sub-scenario. This would lead us to chtiesé standard deviations scenario, as its average
tax claim is equal to € 24,281, against € 23,59%hefother case.
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5.3 Scenario 3

In this last scenario, decision trees are builadmaining set containing all the records, but hgvi
only a subset of the original attributes, i.e. thees selected by th€orrelation based feature
selectionalgorithm previously seen, as follows:

+  Giniwith
e CORPORATE OFFICES (from year 2010)
+ ADJUSTED DECLARED INCOME
« FAMILY ADJUSTED DECLARED INCOME
s SELECTION VALUE
« TENANCY
+ HEALTH FROM DECLARATIONS
» VEHICLES LEASING
+ KW MOTOR VEHICLES
+ INVESTMENTS
We continue the sant®ggingalgorithm.

Results are shown below:

Table 5.10- Classification results of scenario 3

Original Partitioning Precision Correctly A\é?ar?ngeofmax
Threshold 'gina after Confusion matrix classified . .
partitioning . rate . interesting
resampling instances
taxpayers
. . a b <--classified as
£o00 o NEnTs4 Nl 10880 336 3122 | a = INTERESTING 68.7% 75.28%  €14,989
: - 8, 10, 153 9642 | b = NOT_INTERESTING
. . a b <--classified as
gi aléoga :\_”'gigzo :\_“i%)sﬁff 190 3202 | a = INTERESTING 75.4% 7537%  €19,233
: -8 110, 629799 | b= NOT_INTERESTING
. . a b <--classified as
Log09 NELoABT Nh1o.284 366 2378 | a = INTERESTING 59.0% 80.14%  €16,372
: - 6, 11, 254 10255 |b = NOT_INTERESTING
. . a b <--classified as
10000 NIZ23a7 Nhio0s 188 2014 a = INTERESTING 55.5% 83.66%  €21,688
: 4 110, 151 10900 b = NOT_INTERESTING
. . a b <--classified as
Loo00h NE2AS il 102 1402| a = INTERESTING 55.1% 88.79%  €32,217
: F 2 + 9 83 11666| b = NOT INTERESTING

To compare the just built models, we can proceed #se previous scenarios, by selecting a fixed
percentage of the test set (e.g. the usual 5%)ttaugl comparing precision rate and average tax
claim on these taxpayers. Data is shown below:

39



Table 5.11- Comparing classification models in Scenario 3

Best model per threshold

Positive tax claim taxpayers on
5% of test set

Expected recovery on
5% of test set

Average tax claim

€0.00; bias 0.4 425 (64.10%) € 8,951,287 € 13,501

€ 1,000; bias 0.4 455 (68.62%) € 9,982,590 € 15,056

€ 5,000; bias 0.7 439 (66.21%) € 11,194,008 € 16,88 3
€ 10,000; bias 0.7 414 (62.44%) € 15,089,584 €227 59
€ 20,000; bias 0.7 297 (44.79%) € 24,515,249 €36,9 76

Results have slightly worsened, if compared withsthof the first scenario, in which the learning
scheme could work on all attributes. This could chee to the high Gini coefficients among
taxpayers, which means that many of them had justar two expense types originating their tax
assessment. Thus, the removal of several attrilmoégshave erased the tax assessment origin for a
certain number of taxpayers, and this could havdemiaharder for the model to correctly predict

the class labels.

6.

So far, for each scenario and for each thresholdenemnsidered, we have been able to choose the

Interpreting the results

best model on a precision rate basis, as shownvbelo

Table 6.1- Scenarios 1, 2, 3 best models

Best model per threshold Positive tax cIaitr\QStaé(eptayers on 5% of Average tax claim Expectegfrteecsotvseerg/ on 5%
Scenario 1
€ 0.00; bias 0.4 441 66.52% € 13,794 € 9,145,422
€ 1,000; bias 0.4 453 68.33% € 16,583 € 10,994,529
€ 5,000; bias 0.7 452 68.17% € 17,880 € 11,854,440
€ 10,000; bias 0.7 405 61.09% £ 25,602 € 16,974,126
€ 20,000; bias 0.7 365 55.05% £ 36,848 € 24,430,224
Total € 110,707 € 73,398,741
Scenario 2 (6 std. dev.)
€ 0.00; bias 0.4 444 66.97% € 14,978 €9.930,414
€ 1,000; bias 0.4 445 671.12% € 14,570 € 9,659,910
€ 5,000; bias 0.7 436 65.76% € 24,560 € 16,283,280
€ 10,000; bias 0.7 385 58.07% £ 30,906 € 20,490,678
€ 20,000; bias 0.7 292 44.04% £ 36,566 € 24,243,258
Total € 121,580 € 80,607,540
Scenario 3
€ 0.00; bias 0.4 425 64.10% € 13,501 € 8,951,163
€ 1,000; bias 0.4 455 68.63% € 15,056 €9,982,128
€ 5,000; bias 0.7 439 66.21% € 16,883 €11,193,429
€ 10,000; bias 0.7 414 62.44% £ 22,759 € 15,089,217
€ 20,000; bias 0.7 297 44.80% £ 36,976 € 24,515,088
Total € 105,175 € 69,731,025
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A criterion is now needed to select the best seenér possible option, again, could be that of
maximizing the overall expected tax claim. Accoglio this criterion, the second scenario should
be chosen.

Finally, among the second scenario models, we otegbhoose the best one, taking into account
two conflicting needs: on one hand, the averagectain recovery, and on the other one, the
precision rate maximization. The latter also se&rise more important than the former, given the
most recent Revenue Agency orientations (see, e metails, Circolare 16/E/2016).

To satisfy the two afore mentioned requirements, compute, for each model, the following
variable:

precision rate x In( expected tax claim)

because it makes it possible for low precisiong#bepenalize high tax claims. Moreover, tax claim
logarithm dampens the effects of any further anoomsatecords:

Table 6.2— Selecting the best model

Best model per threshold Positive t;,z ﬂ?ltrz staggayers on Average tax claim Expgﬁ/f,egfrte:sﬁvfg on Ln (szr(:gxxdaim)
Scenario 2 (6 std. dev.)
€ 0.00; bias 0.4 444 66)97% € 14,978 €9.930,414 6. 44
€ 1,000; bias 0.4 445 6712% € 14,570 € 9,659,910 6 43
€ 5,000; bias 0.7 436 65.76% € 24,560 € 16,283,280 6.65
€ 10,000; bias 0.7 385 58.07% € 30,906 € 20,490,678 6.00
€ 20,000; bias 0.7 292 44.04% € 36,566 € 24,243,258 4.63

Hence, according to this criterion, the beadeoffis given by the model in which the tax claim
threshold is set to € 5,000, in a scenario witlouitiers, in which all available attributes are taken
into consideration.

The best model’'s most significant characteristresstaiown below:

Figure 6.1— Best model

Correctly Classified Instances 10649 80.3516 %
Incorrectly Classified Instances 2604 19.6484 %
Total Number of Instances 13253

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class

0.137 0.022 0.614 0.137 0.224 0.621 INTERESTING

0.978 0.863 0.813 0.978 0.888 0.621 NOT_INTERESTING
Weighted Avg. 0.804 0.689 0.772 0.804 0.75 0.621

=== Confusion Matrix ===
a b <--classified as
376 2368 | a=INTERESTING
236 10273 | b =NOT_INTERESTING
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Furthermore, the cumulative tax claim is as follows

Figure 6.2— Model recovery on interesting taxpayers

Interesting taxpayers cumulative tax claim
16.000.000
14.000.000
12.000.000
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4.000.000
2.000.000
0
“RAEEREENINANNREE8EITES

The model would have selectéd? taxpayers (corresponding to 4,61% of the test sétjvhom
376 — i.e. 61,4% — are actualigteresting(i.e. with a tax claim greater than € 5,000) whauldo
have ensured an expected overall recovery of €38503: thus, on average24,573per taxpayer,
while the actual average recovery has been equal9615.0f course, actual fraudsters are a bit
more. If we consider those with a tax claim x, witk< x < 5,000 they sum up tet06 (66% of
selected taxpayers).

We recall that the actual audit activity registegegbositive rate of about 30% (i.e. only 12,228
invitations out of 39,757 ended up with a positiae claim). Our methodology, on the other hand,
leads to a positivity rate of aboé®%, more than the double.

This result appears to be recurrent in all Itategions, as shown igure 6.3
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Figure 6.3— Confusion matrices per region

Abruzzo Aosta
pred-> | NI pred-> | NI
| 11 97 108 | 2| 19 21
NI 7 356 363 NI 2 78 80
18 453 471 4 97 101
61,11% 50,00%
Basilicata Bolzano
pred-> | NI pred-> | NI
| 3 32 35 | o) 11 11
NI 2 68 70 NI o) 19 19
5 100 105 0| 30 30
60,00% 100,00%
Calabria Campania
pred-> | NI pred-> | NI
| 13 102 115 | 45 321 366
NI 3 207 210 NI 12 766 778|
16 309 325 57 1.087 1.144
81,25% 78,95%
Emilia Romagna Friuli
pred-> | NI pred-> | NI
| 24 215 239 | 8| 71 79|
NI 18| 1151 1.169] NI 5 258| 263
42 1.366 1.408] 13 329 342
50,00% 61,54%
Lazio Liguria
pred-> | NI pred-> | NI
| 69 398 467 | 14 101] 115]
NI 27 1082 1.109 NI 13 350 363|
96 1.480 1.576 27 451 478
71,88% 51,85%
Lombardia Marche
pred-> | NI pred-> | NI
| 73 450 523 | 6| 75| 81|
NI 35 1742 1.777| NI 3 346 349
108 2.192 2.300]| 9 421 430
67,59% 66,67%
Molise Piemonte
pred-> | NI pred-> | NI
| 9 47, 56 | 46) 262 308
NI 0 102 102 NI 13 594 607|
9 149 158 59 856 915
100,00% 77,97%
Puglia Sardegna
pred-> | NI pred-> | NI
| 31 299 330 | 10 53 63
NI 13 605 618 NI 7| 209 216
44 904 948 17 262 279
70,45% 58,82%
Sicilia Toscana
pred-> | NI pred-> | NI
| 11 127| 138 | 12 155 167
NI 4 353 357 NI 9 560 569
15 480 495 21 715 736
73,33% 57,14%
Trento Umbria
pred-> | NI pred-> | NI
| 0 8 8| | 3] 19 22
NI 5 65 70 NI 6 77 83
5 73 78 9 96 105
0,00% 33,33%
Veneto TOT
pred-> | NI pred-> | NI
| 16 190) 206 | 406 3052 3.458
NI 22 601 623 NI 206 9589 9.795
38 791 829 612] 12.641 13.253
42,11% 66,34%
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For each region, model and actual audits perforegnan thus be compared:

Figure 6.4— Positivity rates per region, model vs audits

Positivity rates: best model vs actual audit activity
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Let's now analyze what kind of trees have beentbaylthis model, looking for interesting and
recurrentpatterns(See Appendix 3 for more details).

Our bagging learning scheme created 25 trees, baigh according to Ross Quinlan’s C4.5
algorithm, as implemented in Weka. Having set WekaNumObjparameter at 500, each tree is
not too deep, so it can easily be read (see Appe)di

As we expected (and hoped), we can, indeed, leamne securrent patterns from the decision trees,
such as:

if selection value < 20,000 then a taxpayer is more likely to bet interestingthaninteresting
because the attribuselection valualways appears as a root node followed by a |defidal “not
interesting” when the splitting condition on thegeds"<20,000".

Moreover, we could expect a taxpayer to be intargsf, given a high value of expenses, his
income is quite low. This assumption is confirmgddar model, as we often find that, departing
from a root nodeselection value > 20,000, if overall income > x orfamily income >y
follow, the taxpayer is more likely to be not ir@sting. That is, to be interesting, a taxpayer khou
show a low income, ifelection value > 20,000 holds.
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Furthermore, some goods, such as motor vehicles) iflarge quantities, suggest interesting
taxpayers: indeed, paths including clauses such ®a®tor vhiclesnr >n or
motor vehicles kw > m often end up in leaves labellediateresting

On the contrary, attributmvestmentswhen in the formnvestments > x suggests the taxpayer
being more likelynot interesting This may happen because, if a taxpayer makegrafisant
investment (such as the purchase of an expensiwvsehohe can often afford it because there is
someone else helping (e.g. think about parentsrigndoney to their sons).

Many attributes placed near to the root node {Hiahose which ensure the higher information gain
from the split) are the ones selected difribute selectiomalgorithms seen previously, such as:
selection value, overall income, overall family ante, motor vehicles kw, investmeni§is is
encouraging, because it suggests that the leastingme used the best attributes it could at first,
and the others while approaching to the leaves.

Other expenses, including rent, insurance or mediqaenses often appear near to the leaves, and
are not easily interpreted, being of small entityl daving to be evaluated within the path they
belong to.

Quite surprisingly, attributes such as family typaaxpayer’'s age don’t seem to be relevant.

As for the taxpayer’'s agd,able 4.1has shown that people aged 30 to 60 representiy ra&#o of

the dataset, and that no significant average tadnctifferences were pointed out among them.
Thus, the learning scheme may have considered @ge e a significant selective attribute, or at
least, much less than other attributes. Tleeadeattribute, however, appears in trees having a
numMinObjparameter set t@00, which are much deeper than the ones depictedppeAdix 3.
Their extra detail, though, is not compensated blgetier performance, as previously shown.
Moreover, it adds a few drawbacks, as it incredssh the model complexity and the risk of
overfitting

Figure 6.5— NumMinObj = 100 model performance

Correctly Classified Instances 10624 80.163 %
Incorrectly Classified Instances 2629 19.837 %
Kappa statistic 0.2067

Mean absolute error 0.3294

Root mean squared error 0.3902

Coverage of cases (0.95 level) 100 %

Total Number of Instances 13253

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class

0.198 0.041 0.559 0.198 0.293 0.69 INTERESTING

0.959 0.802 0.821 0.959 0.885 0.69 NOT_INTERESTING
Weighted Avg. 0.802 0.644 0.767 0.802 0.762 0.69

=== Confusion Matrix ===
a b <--classified as
544 2200| a=INTERESTING
42910080 | b =NOT_INTERESTING
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When predictive analyses concern individuals, tifemily type is often taken into account. Our
dataset is no exception, and, for each taxpayes,dttribute has assumed one of the following
values:

e Couple aged 65 years or more, without children
* Single, aged between 35 and 64

e Couple with three or more children

«  Couple with one child

e Couple with two children

¢ One-parent

e Couple aged between 35 and 64 without children
* Young single

e Single, aged 65 or more

e Other

e Young couple without children

The frequency distribution of this attribute, ireténtire dataset, is depictedrigure 6.6

Figure 6.6— Frequency distribution of family type
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As in the case of the age attribute, the taxpagenily type doesn’'t seem to be particularly
predictive, appearing in only 5 trees out of 29yahthe numMinObjparameter is set to 100, and
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often as one of the last attributes, near to theds (hence appearing only after other variablds ha
already guided the most important classificatioaicés).

However, this attribute often appears in pathshnctvthe following conditions are satisfied:
selection value > 20.000;
declared income < x

motor vehicle expense <y

In trees having aumMinObjparameter set to 500, these clauses would hawriectly to a “not
interesting” outcome, while in these deeper onespraing to the family type value, the outcome is
diversified as follows:

FAMILY_TYPE = Couple with one child: INTERESTING

FAMILY_TYPE = Couple with three or more children: | NTERESTING

FAMILY_TYPE = Couple with two children: NOT_INTERES TING

FAMILY_TYPE = One-parent: INTERESTING

FAMILY_TYPE = Couple aged between 35 and 64 without children: NOT_INTERESTING
FAMILY_TYPE = Young couple without children: NOT_IN TERESTING

FAMILY_TYPE = Couple aged 65 years or more, without children: NOT_INTERESTING

FAMILY_TYPE = Other: NOT_INTERESTING
FAMILY_TYPE = Young single: NOT_INTERESTING
FAMILY_TYPE = Couple aged 65 years or more, without children: NOT_INTERESTING

We can point out that, on average, having one aerabildren slightly increases the probability of
being considerethteresting After all, since this attribute appears when med expenses are quite
high and declared income quite low, and considethag children often involve significant
expenditure, these results seem to be consistent.

In conclusion, even though attributes such as agdamily type might be useful when trying to
classify a taxpayer, they come out, however, omlgamplex models, more likely to suffer from
overfitting, and not more predictive than simplees. As stated earlier, we won’t rely on them.

7. Deviation, score and tax claim

The VERDI application computes, among the othews, Yariables, for each taxpayeteviation
(i.e. difference between estimated and declarednie} andscore(which represents a sort of risk
index of the taxpayer).
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These variables have been ignored by all learnaigerees we have built so far. However, it's
interesting to see how they are related to thecl@, using a linear regression model in which tax
claim is the dependent variable and the independsmdbles are, in one casieviationand in the
otherscore

It turns out that tax claim is hardly related tottbaeviation and score (correlation coefficient
Requals to 0.06 when tax claim and score are comsidand to 0.20 in the other case), as the
following charts clearly show:

Figure 7.1 — Linear regression: Tax claim on deviabn

Linear regression

Tax claim

y=0,0772x+ 3891,5

0 2.000.000  4.000.000 6.000.000  8.000.000
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Figure 7.2 — Linear regression: Tax claim on score
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These findings are interesting because they shaivtito variables such as score and deviation,
which we could have expected to be strongly coredl¢o tax claim, are actually not so.
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Therefore, the entire selection process shouldetpton them, being two a-priori built coefficients
even if they were actually computed to help taxcef in their screening operations.

8. Concluding remarks and first operative guidelins

This paper gives three contributions.

First, the developed learning scheme methodology eféectively be used for filtering possible
non—compliant taxpayers in the context of incondidators audits. Instead of relying on manual
methods, on personal judgements or on a-priort baiiables in selecting suspicious taxpayers, tax
authorities may take advantage of a data miningtmperform the same tasks, with both higher
expected positivity rates and average tax claims.

Second, the proposed methodology is intended toutdie reflection and action, by providing a
guideline on the use of some well-known data mirahgprithms. So, further analyses could be
carried out, which may also improve presented testideed, many parameters may be set in a
different way, outliers could be defined differgntmodels built in different scenarios could be
merged together according to some criteria, amuhso

Third, models applied to real data have identiBedhe hidden patterns and significant features of
illegal taxpayers. Thus, tax offices could sucag§sfcombine data mining methods with their
professional experience to detect further case¢axoévasion. This would be desirable, considering
that the proposed methodology is, in a sense, ardygnprocess. Indeed, once a benchmark model
has been set, it has to be employed on new, réal dad, more important, on the basis of new
data, it has to produce new updated models, if ssarg. To this purpose, a virtuous process,
represented as follows, should be triggered:

Figure 8.1— Data mining selection process

Initial data

First — New data
model = test set

New ' Taxpayers
model selection



Basically, starting from data concerning an alreadgcluded audit activity (such as the activity
being carried out in the years 2014-2015), anahigarning scheme is built (which is what has
been done so far).

Then, when new data is available, it will be usedaaest set for the just built model, and some
taxpayers will be selected accordingly. The auditvay will then be carried out, fully or partigll
according to the model recommendations, and itdteewill become available at some time.

Results will be then collected to form a new datagen which build a newer learning scheme (this
new dataset may also have a different set of ate#) which will be used on data available
immediately after its definition.

The process will start again, by defining a new ¢if taxpayers that tax offices will invite and
check.

Finally, successful models should be incorporatett istandard use applications (such as the
VERDI application), and be subjected to (annualjiew for re-evaluating their accuracy and
performance.

The proposed methodology is currently being vadidadn real cases: a number of taxpayers have
been selected on the basis of the classificatiberier we have formulated, and actual audits wall b
performed in order to assess their predictive aagurAt the writing of this paper, no results aet¢ y
available.
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BEVERAGE MEDICAL CHECKS
ACTVITY TYPE DELECTION VALUE Gmwith APPAREL MONTHS * POSSESSION % OTHER HOUSEHOLD OTHER HOAD TAX TELEPHONE PERIOD OF STUDY oArTY PROVIDENT INVESTMENTS
intw AVAILABLE ESTATE GOODS "SPESOMETRO" EXPENSES ABROAD CONTRIBUTION
. NOT AVAILABLE REAL
FAMILY TYPE FAMILY DECLARED INCOME GiniWithout OTHER CsTATE DOMESTIC EMPLOYEE OTHER MAINTENANCE Other TENANCY SPORT BARBER
GEOGRAPHIC AREA FAMILY SELECTION VALUE MONTHS * POSSESSION % LEASES OTHER VEHICLES OTHER ONLINE GAMES PERSONAL CARE
NOT AVAILABLE ESTATE INSURANCES "SPESOMETRO" PRODUCTS
EXEMPT INCOME 770 (from
REGION 2010) PROPERTY ESTATE OTHER "SPESOMETRO" MOTOR VEHICLES NUM. OTHER HORSES SPA
SHAREHOLDERS NUM. EXEMPT INCOME (NEW
(f 2010) | BUSINESS INITIATIVES) from RENTED PROPERTY OTHER KW MOTOR VEHICLES PETS JEWELRY
rom 2010
CORPORATE OFFICES | | EXEMPT INCOME (REFUND) - MORTGAGE SALING BOAT OTHER surTcses
(from 2010) from 2010 "SPESOMETRO"
INCOME PRECEDING YEAR FIGURATIVE RENT MOTOR BOAT OTHER PROFESSIONAL FEES

INCOME TWO PREVIOUS
YEARS

ESTATE LEASING

WATER

ORDINARY MAINTENANCE

REAL ESTATE
INTERMEDIATION

OTHER "SPESOMETRO"

OTHER

ELECTRICITY

GAS

BOAT INSURANCE

BOATS NUM.

ULTRALIGHT AIRCRAFT

RAN AIRCRAFT

AIRCRAFT INSURANCE

AIRCRAFT NUM.

BUS AND OTHERS

MOTOR VEHICLES LEASING|

OTHER "SPESOMETRO"

OTHER

HOTELS

EATING OUT

CONSORT
ALLOWANCES

OTHER LEASES

OTHER "SPESOMETRO"|

OTHER

T Xipuaddy

19se)ep ay) JO SaINguIe SANDIpald



Data type Name Description Data Origin
Taxpayer age grouped as follows: [0-30], [31-40],
DECADE [41-50] and so on. Computed
ACTIVITY FAMILY Information available only if the taxpayer is Computed

GENERAL DATA

entrepreneur or professional

FAMILY TYPE

01 Young single

02 Young couple without children

03 Single, aged between 35 and 64

04 Couple aged between 35 and 64 without children
05 Single, aged 65 or more

06 Couple aged 65 years or more, without children
07 Couple with one child

08 Couple with two children

09 Couple with three or more children

10 One-parent

11 Other

TAXPAYERS database

GEOGRAPHIC AREA

Region Groups (NORTH-WEST, NORTH-EAST,
CENTER, SOUTH, SICILIA+SARDEGNA)

TAXPAYERS database

REGION

TAXPAYERS database

SHAREHOLDERS NUM.
(from 2010)

TAXPAYERS database

CORPORATE OFFICES
(from 2010)

TAXPAYERS database

DECLARED INCOME TAXPAYERS database
SELECTION VALUE Estimated income, equal to sum of incurred expenses | TAXPAYERS database
FAMILY DECLARED
INCOME TAXPAYERS database
FAMILY SELECTION Family estimated income, equal to sum of incurred TAXPAYERS database
VALUE expenses
EXEMPT INCOME 770
(from 2010) TAXPAYERS database
INCOME EXEMPT INCOME (NEW
BUSINESS
INITIATIVES) from TAXPAYERS database
2010
EXEMPT INCOME
(REFUND) - from 2010 TAXPAYERS database
INCOME PRECEDING
YEAR TAXPAYERS database
INCOME TWO
PREVIOUS YEARS TAXPAYERS database
FAMILY EXPENSES
(sure and for sure Family expenses sum TAXPAYERS database
EXPENSES items)
GINI Coefficient on each taxpayer’s expenses (with
GINI and without Investments/Divestments) Computed
FOOD AND BEVERAGE TAXPAYERS database
F/?F(’)PE\QI?LD APPAREL Data taken from “spesometro”, starting from 2010 TAXPAYERS database
OTHER TAXPAYERS database
AVAILABLE REAL
ESTATE TAXPAYERS database
MONTHS *
HOUSEHOLD
EXPENSES POSSESSION % Computed

AVAILABLE ESTATE

NOT AVAILABLE REAL
ESTATE

TAXPAYERS database
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Data type Name Description Data Origin
MONTHS *
POSSESSION % NOT Computed
AVAILABLE ESTATE
PROPERTY ESTATE TAXPAYERS database
RENTED PROPERTY | Data taken from Land Registry TAXPAYERS database

MORTGAGE Since 2010 data transmitted by financial companies TAXPAYERS database
FIGURATIVE RENT TAXPAYERS database
HOUSEHOLD ESTATELEASING Data transmitted by leasing companies TAXPAYERS database
EXPENSES WATER Expenses referred to available real estate TAXPAYERS database
ORDINARY .
MAINTENANCE Expenses referred to available real estate TAXPAYERS database
REAL ESTATE . . .
INTERMEDIATION Data transmitted in income declarations TAXPAYERS database
OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
ELECTRICITY Data transmitted by utility companies TAXPAYERS database
GAS Data transmitted by utility companies TAXPAYERS database
HOUSEHOLD
APPLIANCE TAXPAYERS database
OTHER HOUSEHOLD TAXPAYERS database
GOODS
FURNITURE DOMESTIC EMPLOYEE | Data transmitted by INPS TAXPAYERS database
LEASES Data transmitted by leasing companies TAXPAYERS database
OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
MEDICINES AND . . .
MEDICAL CHECKS Data transmitted in income declarations TAXPAYERS database
HEALTH OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
CAR INSURANCE Data transmitted by insurance companies TAXPAYERS database
ROAD TAX Data transmitted by ACI TAXPAYERS database
MAINTENANCE Estimated data TAXPAYERS database
OTHER VEHICLES . . .
INSURANCES Data transmitted by insurance companies TAXPAYERS database
MOTO%JIEIHICLES Data transmitted by PRA/Motorizzazione TAXPAYERS database
KW MOTOR VEHICLES | Data transmitted by PRA/Motorizzazione TAXPAYERS database
SAIL BOAT TAXPAYERS database
MOTOR BOAT TAXPAYERS database
BOAT INSURANCE TAXPAYERS database
TR R T BOATS NUM. Data transmitted by Coast Guard TAXPAYERS database
ULTRALIGHT AIRCRAFT TAXPAYERS database
RAN AIRCRAFT TAXPAYERS database
R = TAXPAYERS database
AIRCRAFT NUM. Data transmitted by ENAC TAXPAYERS database
BUS AND OTHERS TAXPAYERS database
MOTCL)II; A\S/IENH (I;CLES Data transmitted by leasing companies TAXPAYERS database
OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
TELEPHONE DEVICES | Purchaseexpense (“spesometro”) TAXPAYERS database
COMMUNICATIONS | TELEPHONE EXPENSES | Data transmitted by telephone companies TAXPAYERS database
OTHER TAXPAYERS database
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Data type Name Description Data Origin
SCHOOL TAX Data transmitted in income declarations TAXPAYERS database
PERI%ROOF ASDTU DY TAXPAYERS database
INSTRUCTION TENANCY Data transmitted in income declarations TAXPAYERS database
OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
GAMES TAXPAYERS database
PAY TV TAXPAYERS database
SPORT Data transmitted in income declarations TAXPAYERS database
ONLINE GAMES TAXPAYERS database
LEISURE
HORSES TAXPAYERS database
PETS Data transmitted in income declarations TAXPAYERS database
OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
INSURANCE .
Data taken from insurance contracts TAXPAYERS database
CCI)DIE'?I;/IIIIB)lE'INIEN Data taken from INPS or from income declaration TAXPAYERS database
BARBER Data taken from Spesometro (from 2010) TAXPAYERS database
PE%SR%ND/-L\JLCTCg\RE Data taken from Spesometro (from 2010) TAXPAYERS database
SPA Data taken from Spesometro (from 2010) TAXPAYERS database
JEWELRY Data taken from Spesometro (from 2010) TAXPAYERS database
2;';'5;5&\%%22 SUITCASES Data taken from Spesometro (from 2010) TAXPAYERS database
PROFESSIONAL FEES | Data taken from Spesometro (from 2010) TAXPAYERS database
HOTELS Data taken from “financial movements” TAXPAYERS database
EATING OUT Data taken from “financial movements” TAXPAYERS database
CONSORT .
ALLOWANCES Data taken from “financial movements” TAXPAYERS database
OTHER LEASES Data taken from leasing companies TAXPAYERS database
OTHER "SPESOMETRO" TAXPAYERS database
OTHER TAXPAYERS database
DIVESTMENTS Divestments sum. TAXPAYERS database
ASSETS INVESTMENTS Investments sum TAXPAYERS database

Appendix 2: Standard evaluation metrics

In binary class classification issues, a class aamys be labeled as positive (in this paper, the
interesting label) and the other as negative (mréesting). A test set consists of P positive r@so
and N negative records (the following measures amge sense once we've decided which one is
the positive class and which one is the negatigesyl A classifier assigns a class label to each of
them, but some of these assignments will be, iabiyit wrong. To evaluate classifications results,
we count how many true positive (TP), true negafiVl), false positive (FP) — truly negative
records classified as positive and false negafi ¢ truly positive records classified as negative

A confusion matrix can be defined as follows:
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Predicted class

Ci G,
C; TP FN P

Actual cl
ctual class C, FP TN N

These identities holdP + FN = PeTN + FP = N
A classifier assign¥P + FP recordsto the positive class afil + FNrecords to the negative one.
Given a confusion matrix, some evaluation measarreslefined as follows:
FP rate = FP/N
TP rate = TP/P = recall = sensitivity
TN rate = TN/(TN + FP) = specificity
Y rate = (TP + FP) /(P + N)
Precision = TP/(TP + FP)
Accuracy = (TP + TN) /(P + N)
F — measure = 2pr/(r + p)
Precision and accuracy are widely employed to nredsinary classifiers predictions quality.

F-measure summarizes precision and recall, beieig tlarmonic mean. Since the harmonic mean
between two numbers x and y tends to be near tertfalest one, if it is high, both precision and
recall are as well, thus we have only a few FPFEXd

Appendix 3: Best Decision Trees

We recall that the best model was built in the eghdf Scenario 2, without outliers (recalling that
in this model, outliers differ from the averageuaby more than 6 standard deviations) and with a
tax claim threshold set at € 5,000.

We now show the 25 individual classifiers generatetthe bagging process.

Take, for instance, tree n.1. It has to be readistgfrom the top, i.e. from the root node, which
happens to be “selection value”. So, if a giverordc'selection value” is lower than € 19,692, this
tree would classify it as a “not interesting” rettoin such a case, we would have found a leaf node,
a labeled node showing the class the analyzed debelongs to. Otherwise, if the attribute
“selection value” is greater than € 19,692, we wiayo forward to the next node, which is “adjusted
declared income”. So, we would not find a leaf ndole an internal one. Two edges depart from
this node: according to the record’s “adjusted @ed income” value, the first one or the second is
taken. And so on, until a leaf node is met.
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Each classifier (tree) classifies a record as @st@mng or not interesting according to the leafenod
label.

Then, individual classifiers are combined on a JVmsis, i.e. a certain record is assigned to the
class label that was predicted more often.

TREE1 TREE2
| SELECTION VALUE | | SELECTION VALUE |

<=19.692 >19.692 <=19.66 >19.663

alacsioe] | ApsusteD DECLARED INCOME | iucniye]| | ADIUSTED DECLARED INCOME |

3.654
91,76% <=1.548 >1.548

3.581

| TENANCY [l notinteresting | TENANCY not interesting
8787 8727
<0 >0 73,98% 74,20%

| INPS CONTRIBUTION | interesting not interesting interesting

1198 1243
<=715 >715 56,26% 56,80%
KW MOTOR VEHICLES I notinteresting
812
<=126,5 126,5 69,95%
not interesting interesting

980 500

61,84% 53,60%

TREE3 TREEA

>19.768 <=19.663

ADJUSTED DECLARED INCOME

>19.663

ADJUSTED DECLARED INCOME

<=19.768

not interesting
3.660
91,97%

not interesting
3.648
91,42%

notinteresting
8401
74,48%

notinteresting
8532
73,63%

not interesting
501
71,06%

notinteresting
592

| KW MOTOR VEHICLES | [ interesting
1090
<=120,5 >120,5 59,08%

interesting
1376 772
61,63% 51,04%

notinteresting
513

<1

TAX ROAD | [ interesting
927
<40 >40 63,97%
interesting
745 s01
54,09% 55,29%
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TREEG

SELECTION VALUE

TREES
<=19.663 >19.663 <=19.482 >19.482
not interesting not nteresting
not interesting not interesting
8622 8379
74,28%
not interesting not interesting.
522 568
<=99,33 72,41% 72,89%
not interesting notinteresting
517 515
<386 67,50% <1.236 69,51%
VAT NUMBER not interesting VAT NUMBER not interesting
943 818
No YES 58,43% 59,90%
KW MOTOR VEHICLES interesting [ mororvenicL E |
525 608
107,12 >107,12 71,05% <2.619 >2.619 65,30%
interesting interesting
508 510
58,86% 52,39% 62,16%
TREE7 TREES
| SELECTION VALUE | | SELECTION VALUE |
<19.506 >19.506 <=19.696 >19.696
[oaiiisdot| | ADiusTED DECLARED INCOME | ooy [ overaiipectareincome |
585 604
91,38% <2.28 >2.283 91,65% >1.684
| HEALTH EXPENSES [l notinteresti | |l rotintere
8397 8414
<137 >137 74,07% <189 >189 73,91%
| TENANCY | | INVESTMENTS [l notinteresting
539 510
>550 73,10% 74,51%
notinteresting interesting notinteresting
1108 506
57,31% 69,96%
VAT NUMBER not interesting
848
NO 60,61%
| mororverictesnum. | [ interesting
642
<1 >1 65,58%
interesting
524
54,58%
TREE9 TREE10
| SELECTION VALUE | | SELECTION VALUE |
<=19.696 >19.696 <=19.788 >19.788
(ealnecoirs| | overaLL bEcLAReD INCOME | arsiry| [ ApiusTED DECLARED INCOME |
3.596 3.720
91,88% <=1.54, >1.548 91,16% <=1.71 >1.714
I TENANCY I not interesting I HEALTH EXPENSES I
8489
<=600 >600 72,91% <144 >144
[ MOTOR VEHICLES NUM. |l notinteresti | TENANCY [l notinteresting
1278 533
>2 56,57% <=1 >1 72,42%
not interesting interesting I KW MOTOR VEHICLES I interesting
538 1079
51,86% <=171,3 >171,38 58,94%
not interesting interesting
1513 502
60,48% 52,59%
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TREELL TREE1Z
[ SELECTION VALUE | | SELECTION VALUE |
«19.696 >19.696 <19.768 >19.768
notinteresting M| MOTOR VEHICLES NUM. | aldiniuy| | ApiusTED DECLAREDINCOME |
3.559
91,32% <6 6 >1.550
| overaiLpectarepINcoME | [ interesting [ |
328 8681
<1732 >1.732 57,01% <156 >156 73,07%
HEALTH EXPENSES not interesting KW MOTOR VEHICLES not interesting
8310 s02
75,29% <231 >231 76,10%
TENANCY notinteresting TENANCY I interesting
500 s11
<525 5525 76,40% <0 >0 63,80%
ELECTRICITY interesting L] [interesting
1057 1672 911
55,63% 60,53% 55,76%
interesting
505
51,68%
TREE13 TREE14
SELECTION VALUE ]
>19.788 >19.696
not interesting MOTOR VEHICLES NUM. I ADJUSTED DECLARED INCOME I
<6 >
ADJUSTED DECLARED INCOME interesting notinteresting
329 8708
62,92% 73,68%
not interesting not interesting
8409 527
74,81% 73,24%
TENANCY not interesting
1213
<261 >261 68,18% 69,96%
MOTOR VEHICLES NUM. interesting VATNUMBER not interesting
835 812
64,07% NO vEs 60,22%
interesting | INVESTMENTS | [ interesting
514 533
50,58% <41 >41 66,04%
not interesting interesting
520
53,83% 57,50%
TREE15 TREE16
| SELECTION VALUE | | SELECTION VALUE |
<=19.768 >19.768 <=19.663 >19.663
ilecsioe]l | Apiustep pecLarep income | notinteresting || MOTOR VEHICLES NUM. |
3.576
<=1.77 91,67% <=5 >5
| KW MOTOR VEHICLES | overaiLpectarepINcoME | | interesting
8580 429
<=226 >226,32 73,45% <=280 >280 57,11%
| TENANCY ]| interesting | TENANCY |
651
<=0 >0 59,45% <=1 >1
notinteresting I KW MOTOR VEHICLES I not interesting interesting
1946 1706 986
62,69% <=66 >66 59,96% 55,07%
not interesting interesting
511 500
51,66% 55,80%
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TREE17 TREE18
| SELECTION VALUE | | SELECTION VALUE |
<=19.696 >19.696 <=19.696 >19.696
il [ Apsusteb pecLAReD INcome ] il [ overaiLpecarebincome |
3.650 3.611
91,64% >5.848 92,41% <329 >329
| TENANCY |l notinteresting | INPS CONTRIBUTION |l notinteresting
7094 9479
<=600 >600 75,22% <772 >772 73,74%
HEALTH EXPENSES KW MOTOR VEHICLES | | GINIWith |l notinteresting
9234
>134,1 <=98,42 >98,42 74,05%
I INVESTMENTS I not interesting not interesting interesting interesting not interesting
508 1399
<=110.1 >110.103 63,39% 58,54% 60,70%
| ELECTRICITY I ot interesti
580
<=65 >653 72,59%
not interesting interesting
1896 510
61,71% 53,14%
TREE19 TREE20
| SELECTION VALUE | | SELECTION VALUE |
<=19.706 >19.706 <=19.706 >19.706
notinteresting I ADJUSTED DECLARED INCOME I not interesting I ADJUSTED DECLARED INCOME FAM.
3.618 60
91,93% <=1.68. >1.684 91,26% <=1.56 >1.562
| TENANCY [l not interesting | INPS CONTRIBUTION | I
8648 9660
<=0 >0 73,92% <=142 >142,5 72,29%
| MOTOR VEHICLES NUM. | | GINIWithout | | TENANCY | interesting
853
<=2 >2 <=93,54 >93,54 <=1 >1 61,08%
not interesting interesting not interesting interesting not interesting interesting
1860 525 545 735 1110 648
63,82% 52,19% 51,19% 62,72% 62,34% 54,01%
TREE21 TREE22
<=19.696 >19.696 <=19.091 >19.091
not interesting not interesting

notinteresting
9397
73,43%

not interesting
801
64,29%

MOTOR VEHICLE!

3.501
92,52%

notinteresting
8366
74,71%

not interesting
626
73,32%

INPS CONTRIBUTION

not nteresting
528

756
65,48% 67,23%
TALir] [Tinteresting VATNUMBER not interesting
536 916
51,68% NO YES 62,12%
[ wmororvenictesnum. | | interesting
609
<1 >1 65,02%
interesting
818 567
52,44% 54,14%
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SELECTION VALUE

<=19.70

not interesting |

>19.706

TREE23

ADJUSTED DECLARED INCOME I

3.580
91,17% <=1.505
TENANCY
<=1 >1
not interesting interesting
2323 1196
61,90% 57,27%

>1.505

not interesting

8832
73,56%

TREE24

I SELECTION VALUE

<=19.696 >19.696

not interesting |

ADJUSTED DECLARED INCOME

3.520
91,82%

<=1.67.

I INPS CONTRIBUTION

>1.672

not interesting

8778

61

<=767 5767 73,98%
| GINIWith |l notinteresting
1184
<=99,3 99,30 67,65%
VAT NUMBER not interesting
507
NO YES 67,85%
| motorvenictesnum. | [ interesting
635
<1 1 67,87%
not interesting interesting
556
52,86% 56,47%
TREE25
| SELECTION VALUE |
<=19.768 >19.768
notinterestngl B I DI |
3.703
90,87% <244 244
| kwwmororvenictes | notinteresting
9445
<227 >227 72,89%
| TENANCY | | interesting
522
<1 >1 62,64%
not interesting interesting
1421 840
61,51% 51,07%




